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Preface

The increasing number of applications, requiring a knowledge of the theory of sig-
nals and systems, and the rapid developments in digital systems technology and fast
numerical algorithms call for a change in the content and approach used in teaching
the subject. I believe that a modern signals and systems course should emphasize the
practical and computational aspects in presenting the basic theory. This approach to
teaching the subject makes the student more effective in subsequent courses. In addi-
tion, students are exposed to practical and computational solutions that will be of use
in their professional careers. This book is my attempt to adapt the theory of signals
and systems to the use of computers as an efficient analysis tool.

A good knowledge of the fundamentals of the analysis of signals and systems is
required to specialize in such areas as signal processing, communication, and control.
As most of the practical signals are continuous functions of time, and since digital
systems are mostly used to process them, the study of both continuous and discrete
signals and systems is required. The primary objective of writing this book is to present
the fundamentals of time-domain and frequency-domain methods of signal and linear
time-invariant system analysis from a practical viewpoint. As discrete signals and
systems are more often used in practice and their concepts are relatively easier to
understand, for each topic, the discrete version is presented first, followed by the
corresponding continuous version. Typical applications of the methods of analysis
are also provided. Comprehensive coverage of the transform methods, and emphasis
on practical methods of analysis and physical interpretation of the concepts are the
key features of this book. The well-documented software, which is a supplement
to this book and available on the website (www.wiley.com/go/sundararajan), greatly
reduces much of the difficulty in understanding the concepts. Based on this software,
a laboratory course can be tailored to suit individual course requirements.

This book is intended to be a textbook for a junior undergraduate level one-
semester signals and systems course. This book will also be useful for self-study.
Answers to selected exercises, marked =, are given at the end of the book. A Solutions
manual and slides for instructors are also available on the website (www.wiley.com/
go/sundararajan). 1 assume responsibility for any errors in this book and in the
accompanying supplements, and would very much appreciate receiving readers’ sug-
gestions and pointing out any errors (email address: d_sundararajan@yahoo.com).
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1

Introduction

In typical applications of science and engineering, we have to process signals, using
systems. While the applications vary from communication to control, the basic analysis
and design tools are the same. In a signals and systems course, we study these tools:
convolution, Fourier analysis, z-transform, and Laplace transform. The use of these
tools in the analysis of linear time-invariant (LTT) systems with deterministic signals is
presented in this book. While most practical systems are nonlinear to some extent, they
can be analyzed, with acceptable accuracy, assuming linearity. In addition, the analysis
is much easier with this assumption. A good grounding in LTI system analysis is also
essential for further study of nonlinear systems and systems with random signals.

For most practical systems, input and output signals are continuous and these signals
can be processed using continuous systems. However, due to advances in digital sys-
tems technology and numerical algorithms, it is advantageous to process continuous
signals using digital systems (systems using digital devices) by converting the input
signal into a digital signal. Therefore, the study of both continuous and digital systems
is required. As most practical systems are digital and the concepts are relatively easier
to understand, we describe discrete signals and systems first, immediately followed
by the corresponding description of continuous signals and systems.

1.1 The Organization of this Book

Four topics are covered in this book. The time-domain analysis of signals and systems
is presented in Chapters 2—5. The four versions of the Fourier analysis are described in
Chapters 6-9. Generalized Fourier analysis, the z-transform and the Laplace transform,
are presented in Chapters 10 and 11. State space analysis is introduced in Chapters 12
and 13.

The amplitude profile of practical signals is usually arbitrary. It is necessary to
represent these signals in terms of well-defined basic signals in order to carry out

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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efficient signal and system analysis. The impulse and sinusoidal signals are funda-
mental in signal and system analysis. In Chapter 2, we present discrete signal clas-
sifications, basic signals, and signal operations. In Chapter 3, we present continuous
signal classifications, basic signals, and signal operations.

The study of systems involves modeling, analysis, and design. In Chapter 4, we
start with the modeling of a system with the difference equation. The classification
of systems is presented next. Then, the convolution—summation model is introduced.
The zero-input, zero-state, transient, and steady-state responses of a system are derived
from this model. System stability is considered in terms of impulse response. The basic
components of discrete systems are identified. In Chapter 5, we start with the classifi-
cation of systems. The modeling of a system with the differential equation is presented
next. Then, the convolution-integral model is introduced. The zero-input, zero-state,
transient, and steady-state responses of a system are derived from this model. Sys-
tem stability is considered in terms of impulse response. The basic components of
continuous systems are identified.

Basically, the analysis of signals and systems is carried out using impulse or sinu-
soidal signals. The impulse signal is used in time-domain analysis, which is presented
in Chapters 4 and 5. Sinusoids (more generally complex exponentials) are used as the
basic signals in frequency-domain analysis. As frequency-domain analysis is gener-
ally more efficient, it is most often used. Signals occur usually in the time-domain. In
order to use frequency-domain analysis, signals and systems must be represented in
the frequency-domain. Transforms are used to obtain the frequency-domain represen-
tation of a signal or a system from its time-domain representation. All the essential
transforms required in signal and system analysis use the same family of basis signals,
a set of complex exponential signals. However, each transform is more advantageous
to analyze certain types of signal and to carry out certain types of system operations,
since the basis signals consists of a finite or infinite set of complex exponential signals
with different characteristics—continuous or discrete, and the exponent being com-
plex or pure imaginary. The transforms that use the complex exponential with a pure
imaginary exponent come under the heading of Fourier analysis. The other transforms
use exponentials with complex exponents as their basis signals.

There are four versions of Fourier analysis, each primarily applicable to a different
type of signals such as continuous or discrete, and periodic or aperiodic. The discrete
Fourier transform (DFT) is the only one in which both the time- and frequency-domain
representations are in finite and discrete form. Therefore, it can approximate other
versions of Fourier analysis through efficient numerical procedures. In addition, the
physical interpretation of the DFT is much easier. The basis signals of this transform is
a finite set of harmonically related discrete exponentials with pure imaginary exponent.
In Chapter 6, the DFT, its properties, and some of its applications are presented.

Fourier analysis of a continuous periodic signal, which is a generalization of the
DFT, is called the Fourier series (FS). The FS uses an infinite set of harmonically
related continuous exponentials with pure imaginary exponent as the basis signals.
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This transform is useful in frequency-domain analysis and design of periodic signals
and systems with continuous periodic signals. In Chapter 7, the FS, its properties, and
some of its applications are presented.

Fourier analysis of a discrete aperiodic signal, which is also a generalization of the
DFT, is called the discrete-time Fourier transform (DTFT). The DTFT uses a contin-
uum of discrete exponentials, with pure imaginary exponent, over a finite frequency
range as the basis signals. This transform is useful in frequency-domain analysis and
design of discrete signals and systems. In Chapter 8, the DTFT, its properties, and
some of its applications are presented.

Fourier analysis of a continuous aperiodic signal, which can be considered as a
generalization of the FS or the DTFT, is called the Fourier transform (FT). The FT
uses a continuum of continuous exponentials, with pure imaginary exponent, over an
infinite frequency range as the basis signals. This transform is useful in frequency-
domain analysis and design of continuous signals and systems. In addition, as the
most general version of Fourier analysis, it can represent all types of signals and is
very useful to analyze a system with different types of signals, such as continuous or
discrete, and periodic or aperiodic. In Chapter 9, the FT, its properties, and some of
its applications are presented.

Generalization of Fourier analysis for discrete signals results in the z-transform.
This transform uses a continuum of discrete exponentials, with complex exponent,
over a finite frequency range of oscillation as the basis signals. With a much larger set
of basis signals, this transform is required for the design, and transient and stability
analysis of discrete systems. In Chapter 10, the z-transform is derived from the DTFT
and, its properties and some of its applications are presented. Procedures for obtaining
the forward and inverse z-transforms are described.

Generalization of Fourier analysis for continuous signals results in the Laplace
transform. This transform uses a continuum of continuous exponentials, with complex
exponent, over an infinite frequency range of oscillation as the basis signals. With a
much larger set of basis signals, this transform is required for the design, and transient
and stability analysis of continuous systems. In Chapter 11, the Laplace transform is
derived from the FT and, its properties and some of its applications are presented.
Procedures for obtaining the forward and inverse Laplace transforms are described.

In Chapter 12, state-space analysis of discrete systems is presented. This type of
analysis is more general in that it includes the internal description of a system in
contrast to the input—output description of other types of analysis. In addition, this
method is easier to extend to system analysis with multiple inputs and outputs, and
nonlinear and time-varying system analysis. In Chapter 13, state-space analysis of
continuous systems is presented.

In Appendix A, transform pairs and properties are listed. In Appendix B, useful
mathematical formulas are given.

The basic problem in the study of systems is how to analyze systems with arbitrary
input signals. The solution, in the case of linear time-invariant (LTI) systems, is to



4 A Practical Approach to Signals and Systems

decompose the signal in terms of basic signals, such as the impulse or the sinusoid.
Then, with knowledge of the response of a system to these basic signals, the response
of the system to any arbitrary signal that we shall ever encounter in practice, can be
obtained. Therefore, the study of the response of systems to the basic signals, along
with the methods of decomposition of arbitrary signals in terms of the basic signals,
constitute the study of the analysis of systems with arbitrary input signals.



2

Discrete Signals

A signal represents some information. Systems carry out tasks or produce output sig-
nals in response to input signals. A control system may set the speed of a motor in
accordance with an input signal. In a room-temperature control system, the power to
the heating system is regulated with respect to the room temperature. While signals
may be electrical, mechanical, or of any other form, they are usually converted to elec-
trical form for processing convenience. A speech signal is converted from a pressure
signal to an electrical signal in a microphone. Signals, in almost all practical systems,
have arbitrary amplitude profile. These signals must be represented in terms of sim-
ple and well-defined mathematical signals for ease of representation and processing.
The response of a system is also represented in terms of these simple signals. In Sec-
tion 2.1, signals are classified according to some properties. Commonly used basic
discrete signals are described in Section 2.2. Discrete signal operations are presented
in Section 2.3.

2.1 Classification of Signals

Signals are classified into different types and, the representation and processing of a
signal depends on its type.

2.1.1 Continuous, Discrete and Digital Signals

A continuous signal is specified at every value of its independent variable. For exam-
ple, the temperature of a room is a continuous signal. One cycle of the continuous
complex exponential signal, x(¢) = /(&%) is shown in Figure 2.1(a). We denote a
continuous signal, using the independent variable ¢, as x(¢). We call this representa-
tion the time-domain representation, although the independent variable is not time for
some signals. Using Euler’s identity, the signal can be expressed, in terms of cosine and

A Practical Approach to Signals and Systems D. Sundararajan
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The real part of x(¢) is the real sinusoid Cos(zl—gt + 5)and the imaginary partis the real
sinusoid sin(%t + 5), as any complex signal is an ordered pair of real signals. While
practical signals are real-valued with arbitrary amplitude profile, the mathematically
well-defined complex exponential is predominantly used in signal and system analysis.

A discrete signal is specified only at discrete values of its independent variable.
For example, a signal x(¢) is represented only at t = nT; as x(nTs), where T; is the
sampling interval and » is an integer. The discrete signal is usually denoted as x(n),
suppressing T in the argument of x(n7;). The important advantage of discrete sig-
nals is that they can be stored and processed efficiently using digital devices and
fast numerical algorithms. As most practical signals are continuous signals, the dis-
crete signal is often obtained by sampling the continuous signal. However, signals
such as yearly population of a country and monthly sales of a company are inher-
ently discrete signals. Whether a discrete signal arises inherently or by sampling, it
is represented as a sequence of numbers {x(n), —0o0 < n < oo}, where the indepen-
dent variable n is an integer. Although x(n) represents a single sample, it is also used
to denote the sequence instead of {x(n)}. One cycle of the discrete complex expo-
nential signal, x(n) = e-i(%”J“%), is shown in Figure 2.1(b). This signal is obtained
by sampling the signal (replacing ¢ by n7;) in Figure 2.1(a) with 7T, = 1 s. In this
book, we assume that the sampling interval, Ty, is a constant. In sampling a signal,
the sampling interval, which depends on the frequency content of the signal, is an
important parameter. The sampling interval is required again to convert the discrete
signal back to its corresponding continuous form. However, when the signal is in
discrete form, most of the processing is independent of the sampling interval. For
example, summing of a set of samples of a signal is independent of the sampling
interval.

When the sample values of a discrete signal are quantized, it becomes a digital
signal. That is, both the dependent and independent variables of a digital signal are in
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discrete form. This form is actually used to process signals using digital devices, such
as a digital computer.

2.1.2 Periodic and Aperiodic Signals

The smallest positive integer N > 0 satisfying the condition x(n + N) = x(n), for all
n, is the period of the periodic signal x(n). Over the interval —oco < n < 00, a periodic
signal repeats its values in any interval equal to its period, at intervals of its period.
Cosine and sine waves, and the complex exponential, shown in Figure 2.1, are typical
examples of a periodic signal. A signal with constant value (dc) is periodic with any
period. In Fourier analysis, it is considered as A cos(wn) or Ae/*" with the frequency
w equal to zero (period equal to co).

When the period of a periodic signal approaches infinity, there is no repetition of a
pattern and it degenerates into an aperiodic signal. Typical aperiodic signals are shown
in Figure 2.3.

It is easier to decompose an arbitrary signal in terms of some periodic signals, such
as complex exponentials, and the input—output relationship of LTI systems becomes
a multiplication operation for this type of input signal. For these reasons, most of the
analysis of practical signals, which are mostly aperiodic having arbitrary amplitude
profile, is carried out using periodic basic signals.

2.1.3 Energy and Power Signals

The power or energy of a signal are also as important as its amplitude in its character-
ization. This measure involves the amplitude and the duration of the signal. Devices,
such as amplifiers, transmitters, and motors, are specified by their output power. In
signal processing systems, the desired signal is usually mixed up with a certain amount
of noise. The quality of these systems is indicated by the signal-to-noise power ratio.
Note that noise signals, which are typically of random type, are usually characterized
by their average power. In the most common signal approximation method, Fourier
analysis, the goodness of the approximation improves as more and more frequency
components are used to represent a signal. The quality of the approximation is mea-
sured in terms of the square error, which is an indicator of the difference between the
energy or power of a signal and that of its approximate version.

The instantaneous power dissipated in a resistor of 12 is x?(¢), where x(f) may be
the voltage across it or the current through it. By integrating the power over the interval
in which the power is applied, we get the energy dissipated. Similarly, the sum of the
squared magnitude of the values of a discrete signal x(#n) is an indicator of its energy
and is given as

o]

E= ) |x@m)

n=—oo
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The use of the magnitude |x(n)| makes the expression applicable to complex signals
as well. Due to the squaring operation, the energy of a signal 2x(n), with double the
amplitude, is four times that of x(n). Aperiodic signals with finite energy are called
energy signals. The energy of x(n) = 4(0.5)", n > 0 is

> 16 64
E= 405" = ———— = —
gl( V'l 1-025 3

If the energy of a signal is infinite, then it may be possible to characterize it in terms
of its average power. The average power is defined as

1 N
P= lim — 2
im N1 ,,:2_:]\, |x(n)|

N—oo

For a periodic signal with period N, the average power can be determined as

1N—1
P=— x(n)|?
Nﬂ;un

Signals, periodic or aperiodic, with finite average power are called power signals.
Cosine and sine waveforms are typical examples of power signals. The average power
of the cosine wave 2 cos(%”n) is

1S 1
P=23 k)P =227 +07+ (=2 +0%) =2
n=0

A signal is an energy signal or a power signal, since the average power of
an energy signal is zero while that of a power signal is finite. Signals with
infinite average power and infinite energy, such as x(n) =n, 0 < n < oo, are nei-
ther power signals nor energy signals. The measures of signal power and energy
are indicators of the signal size, since the actual energy or power depends on the
load.

2.1.4 Even- and Odd-symmetric Signals

The storage and processing requirements of a signal can be reduced by exploit-
ing its symmetry. A signal x(n) is even-symmetric, if x(—n) = x(n) for all n.
The signal is symmetrical about the vertical axis at the origin. The cosine wave-
form, shown in Figure 2.2(b), is an example of an even-symmetric signal. A sig-
nal x(n) is odd-symmetric, if x(—n) = —x(n) for all n. The signal is asymmetrical
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Figure 2.2 (a) The sinusoid x(n) = cos(%”n + %) and its time-reversed version x(—n); (b) its even
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component x.(n) = 5 cos(%”n); (¢) its odd component x,(n) = —° sin(%”n)

about the vertical axis at the origin. For an odd-symmetric signal, x(0) = 0.
The sine waveform, shown in Figure 2.2(c), is an example of an odd-symmetric
signal.

The sum (x(n) + y(n)) of two odd-symmetric signals, x(n) and y(n), is an
odd-symmetric signal, since x(—n)+ y(—n) = —x(n) — y(n) = —(x(n) + y(n)).
For example, the sum of two sine signals is an odd-symmetric signal. The sum
(x(n) + y(n)) of two even-symmetric signals, x(n) and y(n), is an even-symmetric
signal, since x(—n) + y(—n) = (x(n) + y(n)). For example, the sum of two cosine
signals is an even-symmetric signal. The sum (x(n) 4+ y(n)) of an odd-symmetric
signal x(n) and an even-symmetric signal y(n) is neither even-symmetric nor odd-
symmetric, since x(—n) + y(—n) = —x(n) 4+ y(n) = —(x(n) — y(n)). For example,
the sum of cosine and sine signals with nonzero amplitudes is neither even-symmetric
nor odd-symmetric.

Since x(n)y(n) = (—x(—n))(—y(—n)) = x(—n)y(—n), the product of two odd-
symmetric or two even-symmetric signals is an even-symmetric signal. The product
z(n) = x(n)y(n) of an odd-symmetric signal y(n) and an even-symmetric signal x(r)
is an odd-symmetric signal, since z(—n) = x(—n)y(—n) = x(n)(—y(n)) = —z(n).

An arbitrary signal x(n) can always be decomposed in terms of its even-
symmetric and odd-symmetric components, x.(n) and x,(n), respectively. That is,
x(n) = xe(n) + xo,(n). Replacing n by —n, we get x(—n) = xe(—n) + xo(—n) =
Xe(n) — x0(n). Solving for x.(n) and x,(n), we get

xe(n) = x(n) + x(—n) and xo(1) = x(n) — x(—n)

2 2
As the sum of an odd-symmetric signal x,(n), over symmetric limits, is zero,

N N N

N
D Xo(n)=0 Yoxm) =D xen) =x(0)+2> xe(n)

n=—N n=—N n=—N n=1
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For example, the even-symmetric component of x(n) = cos(%”n + %) is

x(n) + x(—n) _ €OS (%”n + %) + cos (%”(—n) + %)
2 2
2 cos (%”n) cos (%) cos (%’n)

Xe(n) =

The odd-symmetric component is

x(n) — x(—n) _ €08 (%”n + %) — CoS (%”(—n) + %)
2 B 2
—25sin (%”n) sin (%) V3 (2” )

= =——sin| —n
2 2 8

Xo(n) =

The sinusoid x(n) and its time-reversed version x(—n), its even component, and
its odd component are shown, respectively, in Figures 2.2(a—c). As the even and odd
components of a sinusoid are, respectively, cosine and sine functions of the same
frequency as that of the sinusoid, these results can also be obtained by expanding the
expression characterizing the sinusoid.

If a continuous signal is sampled with an adequate sampling rate, the samples
uniquely correspond to that signal. Assuming that the sampling rate is adequate, in
Figure 2.2 (and in other figures in this book), we have shown the corresponding
continuous waveform only for clarity. It should be remembered that a discrete signal
is represented only by its sample values.

2.1.5 Causal and Noncausal Signals

Most signals, in practice, occur at some finite time instant, usually chosen as
n =0, and are considered identically zero before this instant. These signals, with
x(n) =0 forn < 0, are called causal signals. Signals, with x(n) # 0 forn < 0, are
called noncausal signals. Sine and cosine signals, shown in Figures 2.1 and 2.2, are
noncausal signals. Typical causal signals are shown in Figure 2.3.

2.1.6 Deterministic and Random Signals

Signals such as x(n) = sin(%’n), whose values are known for any value of n, are called
deterministic signals. Signals such as those generated by thermal noise in conductors
or speech signals, whose future values are not exactly known, are called random
signals. Despite the fact that rainfall record is available for several years in the past,
the amount of future rainfall at a place cannot be exactly predicted. This type of signal
is characterized by a probability model or a statistical model. The study of random
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Figure 2.3 (a) The unit-impulse signal, (n); (b) the unit-step signal, u(n); (c) the unit-ramp signal, r(n)

signals is important in practice, since all practical signals are random to some extent.
However, the analysis of systems is much simpler, mathematically, with deterministic
signals. The input—output relationship of a system remains the same whether the input
signal is random or deterministic. The time-domain and frequency-domain methods
of system analysis are common to both types of signals. The key difference is to find
a suitable mathematical model for random signals. In this book, we confine ourselves
to the study of deterministic signals.

2.2 Basic Signals

As we have already mentioned, most practical signals have arbitrary amplitude
profile. These signals are, for processing convenience, decomposed in terms of
mathematically well-defined and simple signals. These simple signals, such as
the sinusoid with infinite duration, are not practical signals. However, they can be
approximated to a desired accuracy.

2.2.1 Unit-impulse Signal

The unit-impulse signal, shown in Figure 2.3(a), is defined as

1 forn=0
é(n) =
0 forn#0

The unit-impulse signal is an all-zero sequence except that it has a value of one when
its argument is equal to zero. A time-shifted unit-impulse signal 6(n — m), with argu-
ment (n — m), has its only nonzero value at n = m. Therefore, > o2 x(n)3(n — m)

= x(m) is called the sampling or sifting property of the impulse. For example,

00 0 0
> 2m)y=1> 2"n—1)=0> 2'8(-n—1)=0.5

n=—00 n=-2 n=-2

0 00 00
D 2%+ 1)=05 ) 2"8n+2)=025 ) 2'8n—-3)=8

n=—2 n=—00 n=—00
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In the second summation, the argument n — 1 of the impulse never becomes zero
within the limits of the summation.

The decomposition of an arbitrary signal in terms of scaled and shifted impulses
is a major application of this signal. Consider the product of a signal with a shifted
impulse x(n)§(n — m) = x(m)d(n — m). Summing both sides with respect to m, we
get

o0 oo

Z x(n)d(n — m) = x(n) Z o(n —m) =xn) = Z x(m)s(n — m)

m=—0o0 m=—oQ m=—oQ

The general term x(m)5(n — m) of the last sum, which is one of the constituent
impulses of x(n), is a shifted impulse §(n — m) located at n = m with value x(m). The
summation operation sums all these impulses to form x(n). Therefore, the signal x(n)
is represented by the sum of scaled and shifted impulses with the value of the impulse
atany n being x(n). The unit-impulse is the basis function and x(n) is its coefficient. As
the value of the sum is nonzero only at n = m, the sum is effective only at that point.
By varying the value of n, we can sift out all the values of x(n). For example, consider
the signal x(—2) = 2, x(0) = 3, x(2) = —4, x(3) = 1, and x(n) = 0 otherwise. This
signal can be expressed, in terms of impulses, as

x(n) =28(n +2)+38(n) —48(n —2)+ 8(n — 3)
With n = 2, for instance,

x(2) =26(4) 4+ 36(2) —48(0) +6(—1) = —4

2.2.2 Unit-step Signal

The unit-step signal, shown in Figure 2.3(b), is defined as

1 forn>0
un) =
0 forn <O

The unit-step signal is an all-one sequence for positive values of its argument and
is an all-zero sequence for negative values of its argument. The causal form of a
signal x(n), x(n) is zero for n < 0, is obtained by multiplying it by the unit-step signal
as x(n)u(n). For example, sin(%”n) has nonzero values in the range —oo < n < oo,
whereas the values of sin(%”n)u(n) are zero for n < 0 and sin(%”n) forn >0. A
shifted unit-step signal, for example u(n — 1), is u(n) shifted by one sample interval
to the right (the first nonzero value occurs atn = 1). Using scaled and shifted unit-step
signals, any signal, described differently over different intervals, can be specified, for
easier mathematical analysis, by a single expression, valid for all n. For example, a
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pulse signal with its only nonzero values defined as x(—1) = 2, x(0) = 2, x(1) = -3,
and x(2) = —3 can be expressed as x(n) = 2u(n + 1) — Su(n — 1) 4+ 3u(n — 3).

2.2.3 Unit-ramp Signal

Another signal that is often used in the analysis of systems is the unit-ramp signal,
shown in Figure 2.3(c). It is defined as

n forn>0
r(n) =
0 forn <O

The unit-ramp signal increases linearly for positive values of its argument and is an
all-zero sequence for negative values of its argument.

The three signals, the unit-impulse, the unit-step, and the unit-ramp, are closely
related. The unit-impulse signal 8(n) is equal to u(n) — u(n — 1). The unit-step signal
u(n) is equal to >_;__ _ 8(/). The shifted unit-step signal u(n — 1) is equal to r(n) —
r(n — 1). The unit-ramp signal r(n) is equal to >/ u(l — 1).

2.2.4 Sinusoids and Exponentials

The sinusoidal waveform or sinusoid is the well-known trigonometric sine and cosine
functions, with arbitrary shift along the horizontal axis. The sinusoidal waveforms
are oscillatory, with peaks occurring at equal distance from the horizontal axis. The
waveforms have two zero-crossings in each cycle. As the sinusoidal waveforms of a
particular frequency and amplitude have the same shape with the peaks occurring at
different instants, we have to define a reference position to distinguish the innumerable
number of different sinusoids. Let the occurrence of the positive peak at the origin
be the reference position. Then, as the cosine wave has its positive peak at that point,
it becomes the reference waveform and is characterized by a phase of zero radians.
The other sinusoidal waveforms can be obtained by shifting the cosine waveform to
the right or left. A shift to the right is considered as negative and a shift to the left
is positive. The phase of the sine wave is —m/2 radians, as we get the sine wave by
shifting a cosine wave to the right by 7r/2 radians. The other sinusoidal waveforms have
arbitrary phases. The sine and cosine waves are important special cases of sinusoidal
waveforms.

2.2.4.1 The Polar Form of Sinusoids

The polar form specifies a sinusoid, in terms of its amplitude and phase, as

x(n) = A cos(wn + 6) n=-00,...,—1,0,1,...,00
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where A, w, and 6 are, respectively, the amplitude, the angular frequency, and the phase.
The amplitude A is the distance of either peak of the waveform from the horizontal
axis (A = 1 for the waves shown in Figure 2.1). A discrete sinusoid has to complete
an integral number of cycles (say k, where k > 0 is an integer) over an integral number
of sample points, called its period (denoted by N, where N > 0 is an integer), if it is
periodic. Then, as

cos(w(n + N) 4 0) = cos(wn + wN + 0) = cos(wn + 6) = cos(wn + 6 + 2km)

N = 2kx/w. Note that k is the smallest integer that will make 2k7 /w an integer. The
cyclic frequency, denoted by f, of a sinusoid is the number of cycles per sample and
is equal to the number of cycles the sinusoid makes in a period divided by the period,
f =k/N = w/2m cycles per sample. Therefore, the cyclic frequency of a discrete
periodic sinusoid is a rational number. The angular frequency (the number of radians
per sample) of a sinusoid is 27 times its cyclic frequency, that is w = 27f radians per
sample.

The angular frequency of the sinusoids, shown in Figure 2.1(b), is @ = 7/8 radians
per sample. The period of the discrete sinusoids is N = 2km/w = 16 samples, with
k = 1. The cyclic frequency of the sinusoid sin((2+/27/16)n + 7/3) is /2/16. As
it is an irrational number, the sinusoid is not periodic. The cyclic frequency of the
sinusoids in Figure 2.1(b) is f = k/N = 1/16 cycles per sample. The phase of the
sinusoid cos((2r/16)n + /3) in Figure 2.1(b) is 6 = n/3 radians. As it repeats a
pattern over its period, the sinusoid remains the same by a shift of an integral number
of its period. A phase-shifted sine wave can be expressed in terms of a phase-shifted
cosine wave as A sin(wn + 0) = A cos(wn + (60 — %)). The phase of the sinusoid

. (271 +7‘[)_ OS(ZT[ +(7‘[ n))—cos(zn rr)
M6 T3) T 16" \3 7 2)) T 16" " 6

in Figure 2.1(b) is —m/6 radians. A phase-shifted cosine wave can be expressed in
terms of a phase-shifted sine wave as A cos(wn + 0) = A sin(wn + (0 + 7/2)).

2.2.4.2 The Rectangular Form of Sinusoids

An arbitrary sinusoid is neither even- nor odd-symmetric. The even and odd compo-
nents of a sinusoid are, respectively, cosine and sine waveforms. That is, a sinusoid is
a linear combination of cosine and sine waveforms of the same frequency as that of
the sinusoid. Expression of a sinusoid in terms of its cosine and sine components is
called its rectangular form and is given as

A cos(wn + 0) = A cos(0) cos(wn) — A sin(0) sin(wn) = C cos(wn) + D sin(wn)
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where C = Acosf and D = —A sin6. The inverse relation is A = ~/C? 4+ D? and
0 = cos~!(C/A) = sin"!(—D/A). For example,

) (271 +71> (271 ) «/§ . <2n >
cos [ — — ] =cos|—n)|— sin | —
16" "3 16" 16"
3 ( 2 > n 3 . < 2 > 3 ( 2 T >

—=cos | —n —=sin|{ —n | =3cos | —n — —

V2 16 V2 16 16 4
2.2.4.3 The Sum of Sinusoids of the Same Frequency
The sum of sinusoids of arbitrary amplitudes and phases, but with the same frequency,
is also a sinusoid of the same frequency. Let

x1(n) = Aq cos(wn + 6;) and Xx2(n) = A, cos(wn + 6,)

Then,

x(n) = x1(n) + x2(n) = A cos(wn + 0;) + A, cos(wn + 6,)
= cos(wn)(A; cos(0y) + A, cos(6,)) — sin(wn)(A; sin(6y) + A, sin(6,))
= A cos(wn + 0) = cos(wn)(A cos(8)) — sin(wn)(A sin(8))

Solving for A and 6, we get

A =\/A+ A3+ 24, A5 cos(6) — 0)

_y Aysin(6y) + A, sin(6,)
Ajcos(f;) + A cos(6y)

6 = tan

Any number of sinusoids can be combined into a single sinusoid by repeatedly
using the formulas. Note that the formula for the rectangular form of the sinusoid is a
special case of the sum of two sinusoids, one sinusoid being the cosine and the other

being the sine.

Example 2.1. Determine the sum of the two sinusoids x1(n) = 2 cos(%”n + %) and

xo(n) = =3 cos(Fn — ).
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Solution
As
- 3 <271 n> 3 <271 T . ) 3 (271 +5n>
xp(n) = —-3cos| —n——) =3cos| —n——+m| =3cos| —n+—
? 8 6 8 6 8 6
T S
A1=2 A2=3 91=§and92=Z
Substituting the numerical values in the equations, we get
5
A= \/22 +32 4 2(2)(3) cos (Z - 6”) — V13 = 3.6056

_, 2sin(%) + 3sin(3E)

6 = tan 5
2cos(3) + 3 cos(%)

= 2.03 radians

The waveforms of the two sinusoids and their sum, x(n) = 3.6056 cos(%”n + 2.03),
are shown, respectively, in Figures 2.4(a), (b), and (c). O

2.2.4.4 Exponentials

A constant a raised to the power of a variable n, x(n) = a@" is the exponential function.
We are more familiar with the exponential of the form e~ with base e and this form
is used in the analysis of continuous signals and systems. The exponential ¢*" is the
same as a", where s = log, a and a = ¢*. For example, e~%-?23!1" = (0.8)" is a decaying
discrete exponential. As both the forms are used in the analysis of discrete signals and
systems, it is necessary to get used to both of them.

With base e, the most general form of the continuous exponential is Pe*, where P
or s or both may be complex-valued. Let s = o + jw. Then, e = T/ = i,
Exponential e/ = cos(wt) + j sin(wt) is a constant-amplitude oscillating signal with
the frequency of oscillation in the range 0 < @ < co. When the real part of s is positive
(0 > 0), " is a growing exponential. When o < 0, e* is a decaying exponential. When
o = 0, e* oscillates with constant amplitude. When s = 0, e* is a constant signal.

1.9319 2.8978 3.2321
B 1 2 07765 - 1.1554
= -0.5176 = 15 = _1.5981
-1.7321 -2.5981 -3.4154
0 2 4 6 0 2 4 6 0 2 4 6
n n n

(a) (b) (c)

Figure 2.4 (a) The sinusoid x;(n) = 2 cos(%”n + %); (b) the sinusoid x,(n) = 3 cos(%”n + 5?”); (c) the
sum of x;(n) and xx(n), x(n) = 3.6056 cos(Zn + 2.03)
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With base a, the most general form of the discrete exponential is Pa”, where
P or a or both may be complex-valued. Let a = r e/®. Then, a" = r"e/*". Expo-
nential e/*" = cos(wn) + jsin(wn) is a constant-amplitude oscillating signal with
the frequency of oscillation in the range 0 < w < 7, since e*/*" = /CTon —
e/ — ... When |a| =r > 1, a" is a growing exponential. When |a| = r <
1, a" is a decaying exponential. When |a| =r =1, @" is a constant-amplitude
signal.

2.2.4.5 The Complex Sinusoids

In practice, the real sinusoid A cos(wn + ) is most often used and is easy to visualize.
At a specific frequency, a sinusoid is characterized by two real-valued quantities, the
amplitude and the phase. These two values can be combined into a complex constant
that is associated with a complex sinusoid. Then, we get a single waveform with a
single coefficient, although both of them are complex. Because of its compact form and
ease of manipulation, the complex sinusoid is used in almost all theoretical analysis.
The complex sinusoid is given as

x(n) = Ae") = Aefei"  p=—c0,...,—1,0,1,...,00

The term e/" is the complex sinusoid with unit magnitude and zero phase. Its
complex (amplitude) coefficient is Ae/’. The amplitude and phase of the sinusoid are
represented by the single complex number Ae/’. The complex sinusoid is a functionally
equivalent mathematical representation of a real sinusoid. By adding its complex
conjugate, Ae~/"*9 and dividing by two, due to Euler’s identity, we get

A, )
x(n) = 3 (ej(wnJr@) + e*J(w"Jr@)) = A cos(wn + 0)

The use of two complex sinusoids to represent a single real sinusoid requires four
real quantities instead of two. This redundancy in terms of storage and operations can
. . . . i(2z . .
be avoided. Figure 2.1(b) shows the complex sinusoid e/%"™ with complex coefficient
le/5.

2.2.4.6 Exponentially Varying Amplitude Sinusoids

An exponentially varying amplitude sinusoid, Ar" cos(wn + 6), is obtained by mul-
tiplying a sinusoidal sequence, A cos(wn + 6), by a real exponential sequence, r".
The more familiar constant amplitude sinusoid results when the base of the real ex-
ponential r is equal to one. If w is equal to zero, then we get real exponential se-
quences. Sinusoid, x(n) = (0.9)" cos(%”n), with exponentially decreasing amplitude
is shown in Figure 2.5(a). The amplitude of the sinusoid cos(%”n) is constrained by the
exponential (0.9)". When the value of the cosine function is equal to one, the waveform
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x(n)
x(n)
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n n
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Figure 2.5 (a) Exponentially decreasing amplitude sinusoid, x(n) = (0.9)" cos(%”n); (b) exponentially
increasing amplitude sinusoid, x(n) = (1.1)" cos( 2{ n)

reduces to (0.9)". Therefore, the graph of the function (0.9)" is the envelope of the
positive peaks of the waveform, as shown in Figure 2.5(a). Similarly, the graph of
the function —(0.9)" is the envelope of the negative peaks of the waveform. Sinu-
soid, x(n) = (1.1)" cos(%”n), with exponentially increasing amplitude is shown in
Figure 2.5(b).

The complex exponential representation of an exponentially varying amplitude
sinusoid is given as

A . .
x(n) = Er” (ef(“’"+9) + e*](“’"w)) = Ar" cos(wn + 6)

2.2.4.7 The Sampling Theorem and the Aliasing Effect

As we have already mentioned, most practical signals are continuous signals. However,
digital signal processing is so advantageous that we prefer to convert the continuous
signals into digital form and then process it. This process involves sampling the signal
in time and in amplitude. The sampling in time involves observing the signal only at
discrete instants of time. By sampling a signal, we are reducing the number of samples
from infinite (of the continuous signal over any finite duration) to finite (of the
corresponding discrete signal over the same duration). This reduction in the number
of samples restricts the ability to represent rapid time variations of a signal and,
consequently, reduces the effective frequency range of discrete signals. Note that high-
frequency components of a signal provide its rapid variations. As practical signals have
negligible spectral values beyond some finite frequency range, the representation of a
continuous signal by a finite set of samples is possible, satisfying a required accuracy.
Therefore, we should be able to determine the sampling interval required for a specific
signal.

The sampling theorem states that a continuous signal x(z) can be uniquely de-
termined from its sampled version x(n) if the sampling interval Ty is less than
1/2 fm, where f, is the cyclic frequency of the highest-frequency component of
x(t). The implies that there are more than two samples per cycle of the highest-
frequency component. That is, a sinusoid, which completes f cycles, has a distinct
set of 2 f + 1 sample values. A cosine wave, however, can be represented with 2 f
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samples. For example, the cyclic frequency of the sinusoid x(¢) = cos(3(2m)t — %)

is f = %jf) = 3 Hz and, therefore, 7 < ﬁ = % s and the minimum sampling fre-
1

quency is f; = 7 =2 f+1=6+1=7 samples per second. In practice, due to
nonideal response of physical devices, the sampling frequency used is typically more
than twice the theoretical minimum.

Given a sampling interval Ty the cyclic frequency fi, of the highest-frequency
component of x(¢), for the unambiguous representation of its sampled version, must
be less than 1/275. The corresponding angular frequency wy, is equal to 27 fy, < /T
radians per second. Therefore, the frequency range of the frequency components of
the signal x(¢), for the unambiguous representation of its sampled version, must be
0<w<n/Ts.

To find out why the frequency range is limited, due to sampling of a signal, consider
the sinusoid x(¢) = cos(wpt + 0) with 0 < wy < 7/T;. The sampled version of x(¢) is
x(n) = cos(wonT; + 6). Now, consider the sinusoid y(¢) = cos((wg + 2mm /T;)t + 9),
where m is any positive integer. The sampled version of y(¢) is identical with that of
x(1), as

2mm
y(n) = cos (<a)0 + T > nTy + 6?>

S

= cos(wonT; + 2tnm + 0)
= cos(wonTy + 0) = x(n)

Therefore, the effective frequency range is limited to 27/ 7.
Now, consider the sinusoid

(I

where m is any positive integer. The sampled version of z(¢) is identical with that of

x(1), as
2mwm
z(n) = cos (( i a)o) nT, — 9)

= cos(2rnm — wonTs — 0)

= cos(wonTs + 0) = x(n)

We conclude that it is impossible to differentiate between the sampled versions
of two continuous sinusoids with the sum or difference of their angular frequencies
equal to an integral multiple of 27 /7. Therefore, the effective frequency range is
further limited to 7/7Ts, as given by the sampling theorem. The frequency 7/ T is
called the folding frequency, since higher frequencies are folded back and forth into
the frequency range from zero to 7/ 7.
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Figure 2.6 The continuous sinusoids x() = cos(27f + ) and x(t) = cos(5(27)t + %), and their sam-
pled versions, with the sampling interval 7y = i seconds, x(n) = cos(%”n + %) and x(n) = cos(5 %T”n
+I)=cos(Zn + %)

Consider the continuous sinusoids x(¢) = cos(2nt + %) and x(t) = cos(5(2m)t
+ 3), and their sampled versions, obtained from the corresponding continuous
sinusoids by replacing ¢t by nT, = ni with the sampling interval Ty = i s, x(n) =
cos(%”n + %) and x(n) = COS(S%TJTH + %), shown in Figure 2.6. We can easily distin-
guish one continuous sinusoid from the other, as they are clearly different. However, the
set of sample values, shown by dots, of the two discrete sinusoids are the same and it is
impossible to differentiate them. The sample values of both the sinusoids are the same,
since

(5271 n 7r> <(4+ 1)271 n 71) (271 n 7r>
cos [ 5— — | =cos — — ] =cos | — —
4T3 4" T3 4" 73

With the sampling interval T; = % s, the effective frequency range is limited to
/Ty, = 4m. Therefore, the continuous sinusoid cos(5(2w)t + %), with its angular fre-
quency 10m greater than the folding frequency 47, appears as or impersonates a
lower-frequency discrete sinusoid. The impersonation of high-frequency continuous
sinusoids by low-frequency discrete sinusoids, due to an insufficient number of sam-
ples in a cycle (the sampling interval is not short enough), is called the aliasing effect.

As only scaling of the frequency axis is required for any other sampling interval,
most of the analysis of discrete signals is carried out assuming that the sampling
interval is 1 s. The effective frequency range becomes O—r and it is referred to as half
the fundamental range. Low frequencies are those near zero and high frequencies
are those near 7. The range, 0 to 27 or —m to 7, is called the fundamental range of
frequencies.

2.3 Signal Operations

In addition to the arithmetic operations, time shifting, time reversal, and time scal-
ing operations are also commonly used in the analysis of discrete signals. The three
operations described in this section are with respect to the independent variable, n.
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Figure 2.7 The exponential signal x(n) = (0.7)"u(n), the right-shifted signal, x(n — 1) =
(0.7)"Dy(n — 1), and the left-shifted signal, x(n 4 2) = (0.7)"+Pu(n + 2)

2.3.1 Time Shifting

By replacing n by n + N, where N is an integer, we get the shifted version, x(n + N),
of the signal x(n). The value of x(n) at n = ng occurs at n = ng — N in x(n + N).
The exponential signal x(rn) = (0.7)"u(n) is shown in Figure 2.7 by dots. The signal
x(n — 1), shown in Figure 2.7 by crosses, is the signal x(n) shifted by one sample
interval to the right (delayed by one sample interval, as the sample values of x(n)
occur one sample interval later). For example, the first nonzero sample value occurs at
n=1las(0.7)"~'u(l — 1) = (0.7)°u(0) = 1. That is, the value of the function x(n) at
no occurs in the shifted signal one sample interval later at ng 4+ 1. The signal x(n + 2),
shown in Figure 2.7 by unfilled circles, is the signal x(n) shifted by two sample
intervals to the left (advanced by two sample intervals, as the sample values of x(n)
occur two sample intervals earlier). For example, the first nonzero sample value occurs
atn = —2as (0.7)7 7 2u(=2 + 2) = (0.7)°u(0) = 1. That is, the value of the function
x(n) at ng occurs in the shifted signal two sample intervals earlier at ng — 2.

2.3.2 Time Reversal

Forming the mirror image of a signal about the vertical axis at the origin is the time
reversal or folding operation. This is achieved by replacing the independent variable
n in x(n) by —n and we get x(—n). The value of x(n) at n = ng occurs at n = —ny
in x(—n). The exponential signal x(n) = (0.7)"u(n) is shown in Figure 2.8 by dots.
The folded signal x(—n) is shown in Figure 2.8 by crosses. Consider the folded and
shifted signal x(—n + 2) = x(—(n — 2)), shown in Figure 2.8 by unfilled circles. This

- — n) . Ox(-n+2)

I
-3 -2 -1 0 1 2 3
n

Figure 2.8 The exponential signal x(n) = (0.7)"u(n), the folded signal, x(—n) = (0.7)""u(—n), and
the shifted and folded signal, x(—n + 2) = (0.7)"Pu(—n + 2)
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signal can be formed by first folding x(n) to get x(—n) and then shifting it to the right
by two sample intervals (n is replaced by n — 2). This signal can also be formed by
first shifting x(n) to the left by two sample intervals to get x(n + 2) and then folding
it about the vertical axis (n is replaced by —n). That is, the value of the function x(n)
at ng occurs in the reversed and shifted signal at —(ny — 2).

2.3.3 Time Scaling

Replacing the independent variable n in x(n) by an or n/a results in the time-scaled
signal x(an) (time-compressed version of x(n)) or x(n/a) (time expanded version of
x(n)), with a # 0 being an integer. The value of x(n) at n = ng occurs at n = ng/a
(no being an integral multiple of a) in x(an) and at n = ang in x(n/a). Consider the
signal x(n) = (0.8)"u(n), shown in Figure 2.9 by dots. The time-compressed ver-
sion with a = 2, y(n) = x(2n), is shown in Figure 2.9 by crosses. The values of
the signal y(n) = x(2n) are the even-indexed values of x(n). That is, y(0) = x(0),
y(1) = x(2), y(2) = x(4), and so on. The odd-indexed values of x(n) are lost in the
time compression operation. In general, x(an) is composed only of every ath sample
of x(n).

The time-expanded version with a = 2, y(n) = x(n/2), is shown in Figure 2.9 by
unfilled circles. The values of the time-expanded signal are defined from that of
x(n) only for the even-indexed values of y(n). That is, y(0) = x(0), ¥(2) = x(1),
y(4) = x(2), and so on. Odd-indexed values of y(n) are assigned the value zero. In
general, y(n) = x(n/a) is defined only for n = 0, a, £2a, £3a, ..., and the rest
of the values of y(n) are undefined. Interpolation by assigning the value zero is often
used in practice. Of course, the undefined values can also be defined using a suitable
interpolation formula.

In general, the three operations described on a signal x(n) can be expressed as y(n) =
x(an — b) or y(n) = x[(n/a) — b]. The signal y(n) can be generated by replacing n by
(an — b) or [(n/a) — b] in x(n). However, it is instructive to consider it as the result of
a sequence of two steps: (i) first shifting the signal x(n) by b to get x(n — b), and then
(ii) time scaling (replace n by an or n/a) the shifted signal by a to get y(n) = x(an — b)
or y(n) = x[(n/a) — b]. Note that the time reversal operation is a special case of the
time scaling operation with a = —1.

Figure 2.9 The exponential x(n) = (0.8)"u(n), x(2n), and x(5)
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Figure 2.10 The sinusoid, x(n) = cos(3n), x(=2n +4), and x(—5 +4)

Letx(n) = cos(%n), shown in Figure 2.10 by dots. Itis required to find x(—2n + 4).

The shifted signal is x(n +4) = cos(Z(n +4)). Now scaling this signal by —2
yields the signal x(—2n + 4) = cos(3(—2n + 4)), shown in Figure 2.10 by crosses.
The value of the function x(n) at an even ny occurs in the scaled and shifted signal at
—(ng —4)/2.

Letus find x(—75 + 4). Scaling the shifted signal by —% yields the signal x(—7 +4)
= cos(%( —% + 4)), shown in Figure 2.10 by unfilled circles. The value of the function
x(n) at ngy occurs in the scaled and shifted signal at —2(ng — 4).

2.4 Summary

¢ In this chapter, signal classifications, basic discrete signals, and signal operations
have been presented.

e Storage and processing requirements of a signal depend on its type.

e As practical signals have arbitrary amplitude profile, these signals are usually
decomposed and processed in terms of basic signals, such as the sinusoid or the
impulse.

o In addition to arithmetic operations, time shifting, time reversal, and time scaling
operations are also commonly used in the analysis of discrete signals.
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Exercises

2.1 Is x(n) an energy signal, a power signal, or neither? If it is an energy signal, find
its energy. If it is a power signal, find its average power.
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2.2

23

24

25

2.1.1 x(0) =2,x(—1) =2,x(—2) = -2, x(—3) = -2, and x(n) =0 other-

wise.
*2.1.2  x(n) = 2(0.8)"u(n).
2.1.3 x(n) =2".

2.14 x(n) = Cel(5).
2.1.5 x(n) = 3cos (3t + %).
2.1.6 x(n) = u(n).

2.1.7 x(n) = 2.
2.1.8 x(n) = 2u(n — 1).
2.1.9 x(n) = n.

Is x(n) even-symmetric, odd-symmetric, or neither? List the values of x(n) for
n=-3,-2,-1,0,1,2,3.
221 x(n) = 2sin (In - %).

222 x(n) = sin (Zn). 3
22.3 x(n) = 2cos (In).

224 x(n) = 3.
225 x(n) =n.
22.6 x(n) = 220G,
227 x(n) = 2CGEN

n

2.2.8 x(0) = 0 and x(n) = =" otherwise.
2.2.9 x(n) = 38(n)
Find the even and odd components of the signal. List the values of the signal
and its components forn = —3, =2, —1, 0, 1, 2, 3. Verify that the values of the
components add up to the values of the signal. Verify that the sum of the values
of the even component and that of the signal are equal.
23.1 x(0)=1,x(1)=1,x@2) = —1, x(3) = —1, and x(n) = 0 otherwise.
2.3.2 x(n) = 3cos (%n + %)
*2.3.3 x(n) = (0.4)"u(n)
234 x(n) =u(n+1)
2.3.5 x(n) = e /G
2.3.6 x(n) =nun)
Evaluate the summation.
2.4.1 3020 8(n)(0.5) u(n).
*2.4.2 302, 8(n + 1)(0.5)".
243 3% 0 8(n —2)(0.5) u(n).
244 >0 8(n+ 1)0.5)".
Express the signal in terms of scaled and shifted impulses.
2.5.1 x(0) =2, x(1) =3, x(2) = —1, x(3) = —4, and x(n) = 0 otherwise.
252 x(0)=5,x(—-1)=3,x2) = -7, x(—3) = —4, and x(n) =0 other-
wise.
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2.6 If the waveform is periodic, what is its period?

2.7

2.8

29

2.6.1 x(n) = 4cos(0.7tn).
2.6.2 x(n) = 2 cos(v/2n).
263 x(n) =43 + 2cos (%n).
264 x(n) = 2cos (75n).
“2.6.5 x(n) = 4cos (‘n).
Find the rectangular form of the sinusoid. List the sample values of one cycle,
starting from n = 0, of the sinusoid.

271 x(n) = —2sin (Zn - %).

2.7.2 x(n) = —2cos (%n — %)

273 x(n) = cos (Zn).
2.7.4 x(n) = 3sin (gn T g).
27.5 x(n) = —sin (%n)
276 x(n) = 4cos (gn _ 1).

6
Find the polar form of the sinusoid. List the sample values of one cycle, starting

from n = 0, of the sinusoid.

28.1 x(n) = —2sin (Zn).

282 x(n) = —2cos (Zn) — 2sin (Zn).
*2.8.3 x(n) = 3 cos (%n) + +/3sin ( n)

284 x(n) = —3cos (In).

2.8.5 x(n) = /3 cos (%n) — sin (%n)

Givenx;(n) = A /@ and x,(n) = A,e/ ") derive expressions for A and
6 of the complex sinusoid x(n) = x;(n) + x2(n) = Ae/ @9 in terms of those
of x;(n) and x,(n).

EXERCNE!

2.10 Given the complex sinusoids x|(n) = A€/ ") and x,(n) = A,e/@"*+%)_ find

the complex sinusoid x(n) = x;(n) + x,(n) = Ae/ "9 using the formulas de-
rived in Exercise 2.9. Find the sample values of one cycle, starting from n = 0,
of the complex sinusoids x;(n) and x,(n) and verify that the sample values of
x1(n) + x,(n) are the same as those of x(n).
2.10.1 x1(n) = —2e/G"3) | x5(n) = 3e/5"—%).
2.10.2 x1(n) = 3¢5, xy(n) = 2715173,
2.10.3 xi(n) = 26/GM, xy(n) = 3e/G™M.
2.10.4 x;(n) = /5", x5(n) = /G,

#2.10.5 x1(n) = 267G, xy(n) = 4e/G"HD),

2.11 Find the corresponding exponential of the form a”. List the values of the expo-

nential forn =0, 1, 2, 3,4, 5.
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2.12

2.13

2.14

2.15

2.11.1 x(n) = 0931,
2112 x(n) = e".
*2.11.3 x(n) = ¢ 009311,

2.11.4 x(n) = ¢ 035671,

Give the sample values of the exponentially varying amplitude sinusoid for n =
~2,-1,0,1,2,3,4.

2121 x(n) = (0.8)"sin (%n — 7).

2122 x(n) = (=0.6)" cos (%n + 7).

2123 x(n) = (11" sin (%n — 7).

2124 x(n) = (=1.2)" cos (Zn + Z),

2.12.5 x(n) = (0.7)" cos(zn).

Find the next three higher frequency sinusoids with the same set of sample values
as that of x(n).

2.13.1 x(n) = 2cos (2%’% 4 g).

2.13.2 x(n) = 4sin (327’% - g).

2133 x(n) = cos (450 — 7).

2134 x(n) = 3sin (3%n — 7).
2.13.5 x(n) = 3 cos(mtn).
2.13.6 x(n) = 5cos(0n).
Find the minimum sampling rate required to represent the continuous signal
unambiguously.
2.14.1 x(t) = 3 cos(10mt).
2142 x(t) = 3cos (1071 + 7).
*2.14.3 x(¢) = 2 sin(10mt).
2144 x(t) = 2sin (1071 — 7).
The sinusoid x(n) and the value k are specified. Express the sinusoid x(n + k)
in polar form. List the sample values of one cycle, starting from n = 0, of the
sinusoids x(n) and x(n + k).
215.1 x(n) = 2cos (%n — 7).k =2.
g
6

2.15.2 x(n) = —3sin (%”n +

2.15.3 x(n) = cos (%n — %), k =3.

2154 x(n) = —sin (¥n+7), k=6.
*2.15.5 x(n) = cos (%’n + %), k=-17.
2156 x(n) =sin (Zn + %), k=15,
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2.16 The sinusoid x(n) and the value k are specified. Express the sinusoid x(—n + k)
in polar form. List the sample values of one cycle, starting from n = 0, of the
sinusoids x(n) and x(—n + k).

2.16.1 x(n) = sin (2gn — %), k=0.
2162 x(n) = sin (Zn + 1), k = 2.
2163 x(n) = cos (Zn—7), k=1
2.16.4 x(n) = sin (%Tn + g) k= —3.
2.16.5 x(n) = cos (%Tn _ g) k = 6.
2166 x(n) = sin (%Zn + 7). k =
2167 x(n) = cos (2n + %), k = 14.

2.17 The sinusoid x(n) and the values k and a are specified. List the sample values
of one cycle, starting from n = 0, of the sinusoid x(n) and x(an + k). Assume
interpolation using zero-valued samples, if necessary.

2171x(n)=—sin(2ln+l) = 2, k=0,

2172 x(n) = 2cos (¥n — 7),a =}, k= -2,

2173 x(n) =sin (Zn+%),a=—1k=1.

2.17.4 x(n) =3cos (¥n+%),a=1,k=6.
). a=

Q

2175 x(n) = sin (Zn - 3 —3,k=17.
2176 x(n) = cos (2n— ), a=—1,k=15.

2.18 The waveform x(n) and the values k and a are specified. List the sample values
with indices n = -3, =2, —1, 0, 1, 2, 3 of the waveforms x(n) and x(an + k).
Assume interpolation using zero-valued samples, if necessary.

2.18.1 x(0)=2,x(1) =3,x(2) = —4,x(3) = 1, and x(n) = 0 otherwise.a =

~2,k=2.
2.182 x(0) =2, x(1) = 3,x(2) = —4, x(3) = 1, and x(n) = 0 otherwise. a =
1
—L k=1
25
2.183 x(n)=(0.8)".a=-3,k=—1
2184 x(n)=(08)y.a=1k=2.
2185 x(n) = (1.1).a=2,k=2.
2186 x(n)=(1.1y.a=-1 k=1
2.18.7 x(n) = —2sin (%"n + %) u(n).a = %, k=3
2188 x(n) = —2sin (Zn+ I u(m).a=-2k=2

@ o

2189 x(n) = (0.7 co (
2.18.10 x(n) = (0.7)" cos (2






3

Continuous Signals

While the analysis of continuous signals remains essentially the same as that for the
discrete signals, there are differences due to the continuous nature. For example, the
summation operation on a discrete signal corresponds to the integration operation
on a continuous signal, the difference operation corresponds to the derivative, and
the continuous impulse signal is defined in terms of area, in contrast to the discrete
impulse signal defined by its amplitude. In this chapter, signal classifications, basic
signals, and signal operations of continuous signals are described in Sections 3.1, 3.2,
and 3.3, respectively.

3.1 Classification of Signals

Signals are classified into different types and the representation and analysis of a signal
depends on its type.

3.1.1 Continuous Signals

A continuous signal x(¢) is specified at every value of its independent variable ¢.
Figures 3.1(a) and (b) show, respectively, the damped continuous real exponen-
tial, x(t) = e~ %"u(¢), and three cycles of the damped complex exponential, x(¢) =
eCOIHIGTN A the value of the exponential is decreasing with time, it is called a
damped or decaying exponential, characterized by the negative constant, —0.1, in its
exponent. An exponential e, where a is a positive constant, is an example of a grow-
ing exponential, as its value is increasing with time. We denote a continuous signal,
using the independent variable ¢, as x(¢). We call this representation the time-domain
representation, although the independent variable is not time for some signals. While
most signals, in practical applications, are real-valued, complex-valued signals are
often used in analysis. A complex-valued or complex signal is an ordered pair of

A Practical Approach to Signals and Systems D. Sundararajan
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u(t)
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Figure 3.1 (a) The damped continuous real exponential, x(f) = e~ %!

(=0.1+j(33Z )t

u(t); (b) the damped continuous
complex exponential, x(7) = e

real signals. The damped complex exponential signal, shown in Figure 3.1(b), can be
expressed, using Euler’s identity, in terms of damped cosine and sine signals as

x(£) = e(FOTHIGT — o010 ¢ (3217gt> + je =1 sin (3?;2)

oo : —0.1 2
The real and imaginary parts of x(¢) are, respectively, ‘=1 cos(37¢t) (shown by

the solid line in Figure 3.1(b)) and ¢! sin(3%—76’t) (shown by the dashed line in
Figure 3.1(b)).

3.1.2 Periodic and Aperiodic Signals

The smallest positive number T > 0 satisfying the condition x(¢ + 7)) = x(¢), for all
t, is the fundamental period of the continuous periodic signal x(¢). The reciprocal of
the fundamental period is the fundamental cyclic frequency, f = 1/T Hz (cycles per
second). The fundamental angular frequency is w = 2nf = 2/ T radians per second.
Over the interval —oo < t < 00, a periodic signal repeats its values over any interval
equal to its period, at intervals of its period. Cosine and sine waves are typical examples
of a periodic signal. A signal with constant value (dc) is periodic with any period. In
Fourier analysis, it is considered as A cos(wt) or Ae/® with the frequency  equal to
zero (period equal to 00).

When the period of a periodic signal approaches infinity, it degenerates into an
aperiodic signal. The exponential signal, shown in Figure 3.1(a), is an aperiodic signal.

It is easier to decompose an arbitrary signal in terms of some periodic signals, such
as complex exponentials, and the input—output relationship of a LTI system becomes
a multiplication operation for this type of input signals. For these reasons, most of the
analysis of practical signals, which are mostly aperiodic, having arbitrary amplitude
profile, is carried out using periodic basic signals.
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3.1.3 Energy and Power Signals

The energy of a signal x(¢) is expressed as the integral of the squared magnitude of its
values as

E = /oo |x(r)|*dt

Aperiodic signals with finite energy are called energy signals. The energy of x(¢) =
3¢7!, t>0is

o0 9
E= / 3¢ *dt = -
0 2

If the energy of a signal is infinite, then it may be possible to characterize it in terms
of its average power. The average power is defined as

P= lim - : 2d
_7520?/_ lx(#)|“dz

z
2

For periodic signals, the average power can be computed over one period as

T
2

_1 2
P_?/_ () ds

T
2

where T is the period. Signals, periodic or aperiodic, with finite average power are
called power signals. Cosine and sine waveforms are typical examples of power sig-
nals. The average power of the cosine wave 3 cos(5?) is

1 /8 T\ | 9 8 T 9
P=—/ 3cos<t> dt=—/ (1+cos<2t>>dt=
16 J_3 8 32 /-3 8 2

A signal is an energy signal or a power signal, since the average power of an energy
signal is zero while that of a power signal is finite. Signals with infinite power and
infinite energy, such as x(¢) = ¢, ¢ > 0, are neither power signals nor energy signals.
The measures of signal power and energy are indicators of the signal size, since the
actual energy or power depends on the load.

3.1.4 Even- and Odd-symmetric Signals

The analysis of a signal can be simplified by exploiting its symmetry. A signal x(¢) is
even-symmetric, if x(—t) = x(¢) for all ¢. The signal is symmetrical about the vertical
axis at the origin. The cosine waveform is an example of an even-symmetric signal.
A signal x(¢) is odd-symmetric, if x(—t) = —x(¢) for all ¢. The signal is asymmetrical
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about the vertical axis at the origin. For an odd-symmetric signal, x(0) = 0. The sine
waveform is an example of an odd-symmetric signal.

The sum (x(¢) 4+ y(¢)) of two odd-symmetric signals, x(#) and y(¢), is an odd-
symmetric signal, since x(—t) + y(—t) = —x(t) — y(t) = —(x(¢) + y(¢)). For exam-
ple, the sum of two sine signals is an odd-symmetric signal. The sum (x(¢) + y(?))
of two even-symmetric signals, x(¢) and y(¢), is an even-symmetric signal, since
x(—t) + y(—1t) = (x(¢t) + y(¢)). For example, the sum of two cosine signals is an
even-symmetric signal. The sum (x(¢) 4+ y(¢)) of an odd-symmetric signal x(¢) and
an even-symmetric signal y(¢) is neither even-symmetric nor odd-symmetric, since
x(—t) + y(—1) = —x(t) + y(t) = —(x(¢) — y(¢)). For example, the sum of cosine and
sine signals with nonzero amplitudes is neither even-symmetric nor odd-symmetric.

Since x(¢)y(¢) = (—x(—1))(—y(—1)) = x(—t)y(—t), the product of two odd-
symmetric or two even-symmetric signals is an even-symmetric signal. The product
z(t) = x(t)y(¢) of an odd-symmetric signal y(¢) and an even-symmetric signal x(¢) is
an odd-symmetric signal, since z(—t) = x(—1)y(—t) = x(£)(—y(t)) = —z(¢).

An arbitrary signal x(#) can be decomposed in terms of its even-symmetric and
odd-symmetric components, x.(¢) and x,(¢), respectively. That is, x(¢) = x.(t) + xo(?).
Replacing ¢ by —t, we get x(—1) = xe(—1) 4 xo(—1) = xe(t) — xo(¢). Solving for x.(¢)
and x,(7), we get

(1) = x(1) +2x(—t) and xo(t) = x(1) —2x(—t)

As the integral of an odd-symmetric signal x,(¢), over symmetric limits, is zero,

/IO Xo(t)dr =0 /IO x(t)dt = /t0 xe(t)dt = 2/010 xe(7) dt

To fo To

For example, the even-symmetric component of x(f) = e/(/+3) is

() = YO ej(%)ej(%[) + /) — oi(® cos (277t>
2 2 16

The odd-symmetric component is

X0 =31 _ ) _26,»(;;») = je®sin (22,)

olf) = /
Xo(1) > e

The complex exponential, its even component, and its odd component are shown,
respectively, in Figures 3.2(a), (b), and (c).
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xft)

. com o w . .
Figure3.2 (a) The complex exponential x(1) = ¢/(T6'*3); (b) its even component x.(r) = ¢/3) cos(21);
() its odd component x,(f) = je/'3) sin(3Z1)

3.1.5 Causal and Noncausal Signals

Most signals, in practice, occur at some finite time instant, usually chosen as t = 0, and
are considered identically zero before this instant. These signals, with x(¢) = 0 for ¢ <
0, are called causal signals (for example, the exponential shown in Figure 3.1a). Sig-
nals, with x(¢) ## 0 for ¢ < 0, are called noncausal signals (for example, the complex
exponential shown in Figure 3.1b).

3.2 Basic Signals

While the input signal to a system, in practice, is arbitrary, some mathematically
well-defined and simple signals are used for testing systems and decomposition of the
arbitrary signals for analysis. These signals, for example, the sinusoid with infinite
duration and the impulse with infinite bandwidth, are mathematical idealizations and
are not practical signals. However, they are convenient in the analysis of signals and
systems. In practice, they can be approximated to a desired accuracy.

3.2.1 Unit-step Signal

A system is usually turned on by closing a switch. While practical switches have finite
switching time, in theoretical analysis, zero switching time is assumed for convenience.
This implies that the input signal is applied instantaneously. A function representing
such a signal does not exist in the normal function theory, since the derivative of
a function, at a discontinuity, is not defined. As this type of function is required
frequently in the analysis of systems, we define such a function and its derivative, and
denote them by special symbols. The unit-step function u(¢), shown in Figure 3.3(a),
is defined as

1 fort >0
ut) =<0 fort <0
undefined fort =0
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r(t)
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Figure 3.3 (a) The unit-step signal, u(¢); (b) the unit-impulse signal, §(¢); (c) the unit-ramp signal, r()

The unit-step signal has a value of one for ¢ > 0 and has a value of zero for ¢ < 0.
The value u(0), if required, can be assigned values such as 0, %, or 1 to suit a specific
application. For example, the value % is assigned in Fourier analysis.

The causal form of a signal x(¢), x(¢) is zero for ¢t < 0, is obtained by multiplying
it by the unit-step signal as x(¢)u(t). For example, cos(%”t) has nonzero values in the
range —o0 < t < 00, whereas the values of cos(%”t)u(t) are zero fort < Oand cos(%”t)
for ¢ > 0. A time-shifted unit-step signal, for example u(t — 2), is u(¢) shifted by two
units to the right (changes from O to 1 at t = 2). Using scaled and shifted unit-step
signals, a discontinuous signal, described differently over different intervals, can be
specified, for easier mathematical analysis, by a single expression, valid for all z. For
example, a signal that is identical to the first half period, beginning at ¢ = 0, of the sine
wave sin(f) and is zero otherwise can be expressed as x(t) = sin(?) (u(t) — u(t — m))
or x(¢) = sin(¢) u(t) + sin(t — w) u(t — m). The first expression can be interpreted as
the sine wave multiplied by a pulse of unit height over the interval 0 < ¢ < m. The
second expression can be interpreted as the sum of the causal form of the sine wave
and its right-shifted version by 7 (a half period). The time scaled and shifted unit-step
function u(+at — ty) is the same as u(£t — (fp/a)), where a # 0 is a positive number.

3.2.2 Unit-impulse Signal

Consider a narrow unit-area rectangular pulse, 64(¢), of width 2a and height 1/2a
centered at # = 0 and the function x(¢#) = 2 + ¢~". The integral of their product, which
is the local average of x(¢), is

a_ p—a

o 1 re e
/ x(1)dq(1)dt = — Q4eHdt=2+——
—c0 2a J—q 2a

The limiting value of the integral, as a — 0, is

] 4 — e ¢ ] €a+€7a
lim (“za) =2+ lim (2) =3=x0
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In evaluating the limit, we used L’Hopital’s rule. As long as a is not equal to zero,
the pulse is clearly defined by its width and height. The integral is an integral in the
conventional sense. Asa — 0, the rectangular pulse, 64(#), degenerates into an impulse
3(#) and it is characterized only by its unit area at t = 0. Then, the integral becomes a
definition

00 00 0"
iiir(l) /_Oo x(1)8q(1)dt = / x()8(t) dt = x(0) 8(t)dt = x(0)

—00 0~

The pulse, §4(¢), and the signal x(r) =2+ e~ are shown in Figure 3.4(a) with
a = 1. Their product x(1)84(¢) is shown by the dotted line. The integral of the product
is 3.1752 with four-digit precision. Figures 3.4(b), and (c) show the functions with
a = 0.4, and a = 0.1, respectively. As the pulse width a is reduced, the variation in
the amplitude of the function x(z) = 2 4+ ¢’ is also reduced and the integral of the
product 84(#)x(¢) (the local average of x(¢)) approaches the value x(0), as shown in
Figure 3.4(d). The reason for associating the impulse in deriving the value of x(0),
rather than replacing ¢ by 0 in x(#), is to express x(¢) in terms of shifted and scaled
impulses, as we shall see later.

The continuous unit-impulse signal §(¢), located at t = 0, is defined, in terms of an
integral, as

/oo x(2)8(r) dr = x(0)

5 - :
et

317821236 (1)

{’_
—

2 __"'r_‘.(_ ..... —i

af)
REY]

{a) ()
150 e
= 10 : area =3.0017 ' 5 3.1
= 5 _ -l_ _____ -} B =
0 3
-0.3 0 0.1 o] 02 04 06 08

7 I

{c) fe)]

Figure 3.4 (a) The pulse 84(f) (solid line) with width 2a = 2 and height 1/2a = 0.5. The function
x(t) =24 e (dashed line) and the product 8,(t)x(¢) (dotted line); (b) same as (a) with a = 0.4;
(c) same as (a) with a = 0.1; (d) the area enclosed by the product §4(#)x(¢) for various values of a
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assuming that x(¢) is continuous at t = 0 (so that the value x(0) is unique). The value of
the function x(¢) at = 0 has been sifted out or sampled by the defining operation. The
impulse function is called a generalized function, since it is defined by the result of its
operation (integration) on an ordinary function, rather than by its amplitude profile.
A time-shifted unit-impulse signal §( — 1), located at t = , sifts out the value x(7),

o
/ x(®)é(t — v)dt = x(7),
—00
assuming that x(¢) is continuous at t = 7. As the amplitude profile of the impulse is
undefined, the unit-impulse is characterized by its unit area concentrated at £ = 0 (in
general, whenever its argument becomes zero), called the strength of the impulse.
The unit-impulse is represented by a small triangle (pointing upwards for a positive
impulse and pointing downwards for a negative impulse), as shown in Figure 3.3(b).
The power or energy of the impulse signal is undefined.

The area enclosed by a function over some finite duration is easy to visualize. For
example, the distribution of mass along a line is defined by its density p(x) and the
mass between x = 0 and x = 1 is given by

/ ' p(dx

However, the symbol §(t) stands for a function, whose shape and amplitude is such
that its integral at the point t = 0 is unity. This is the limiting case of the density p(x),
when unit mass is concentrated at a single point x = 0. It is difficult to visualize such a
function. But, it is easy to visualize a function of arbitrarily brief, but nonzero duration.
For example, the impulse can be considered, for practical purposes, as a sufficiently
narrow rectangular pulse of unit area. The width of the pulse Af should be so short
that the variation of any ordinary function x(¢), appearing in an expression involving
an impulse, is negligible in At s. Therefore, to understand any operation involving the
impulse, we start with a brief pulse, perform the operation, and take the limiting form
as the width of the pulse approaches zero. As only its area is specified, it is possible to
start with many functions of brief duration and apply the limiting process. The only
condition is that its area must be unity throughout the limiting process. Some other
functions, besides the rectangular pulse, that degenerate into the unit-impulse signal
in the limit are shown in Figure 3.5. For practical purposes, any of these functions
with a sufficiently brief duration is adequate. The point is that practical devices can
produce a pulse of finite width only, whereas, in theory, we use zero-width pulses for
the sake of mathematical convenience.

The product of an ordinary function x(¢), which is continuous at t = t, and (¢t — )
is given as x(#)8(t — ) = x(t)é(t — 1), since the impulse has unit area concentrated
at t = t and the value of x(¢) at that point is x(t). That is, the product of an ordinary
function with the unit-impulse is an impulse with its area or strength equal to the
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sin(at)/(mt) a 1l/a
a—>o0
0 ae “u(t)
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Figure 3.5 Some functions that degenerate into unit-impulse signal, 8(¢), in the limit. (a) 8(¢) =
sin(

lim, o S50 (b) 8(1) = limy. o ae™"u(t); () 8(1) = lim, o 35 (u(t) — u(t + 2a))

T

value of the function at the location of the impulse. As the impulse is defined by an
integral, any expression involving an impulse has to be eventually integrated to have
a numerical value. An expression such as the product given above implies that the
integral of the two sides are equal. For example,

00 o) 2
/ e'8(rydr = 1 / e'8(t +2)dr = 72 / e'8(—ndr = 1
2

—0 —0o0 -

4 0t 00
/ e'8(dt =0 / e's(t)dr = 1 / 38t — 3)dr = 1
0 —00

2

In the fourth integral, the argument ¢ of the impulse never becomes zero within the
limits of the integral.

3.2.2.1 The Impulse Representation of Signals

A major application of the impulse is to decompose an arbitrary signal x(¢) into scaled
and shifted impulses, so that the representation and analysis of x(¢) becomes easier.
In the well-known rectangular rule of numerical integration, an arbitrary signal x(f)
is approximated by a series of rectangles. Each rectangle is of fixed width, say a, and
height equal to a known value of x(¢) in that interval. The area of the rectangle is an
approximation to that of x(¢) in that interval. The sum of areas of all such rectangles
is an approximation of the area enclosed by the signal.

We can as well represent x(t) approximately, in each interval of width a, by the
area of the corresponding rectangle located at r = fy multiplied by a unit-area rect-
angular pulse, 8,(t — #) of width a and height 1/a, since the amplitude of the pulse
x(to)ady(t — to) is x(ty). For example, x(¢) can be represented by (3.1752)(2)d4(¢) in
Figure 3.4(a), shown by a dash—dot line. The sum of a succession of all such rectan-
gles is an approximation to x(¢). As the width a is made smaller, the approximation
becomes better. For example, x(7) is represented by (3.0269)(0.8)d4(#) in Figure 3.4(b)
and (3.0017)(0.2)84(¢) in Figure 3.4(c). Eventually, as a— 0, the pulse degenerates into
impulse and the representation becomes exact.
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Consider the product of a signal with a shifted impulse x(#)8(t — ) = x(7)8(¢t — 7).
Integrating both sides with respect to t, we get

/oo x()8(t — v)dt = x(¢) /oo 8t — vdt = x(t) = /oo x(1)8(t — t)dT

- —00

The integrand x(7)8(t — 7)d7, which is one of the constituent impulses of x(¢), is a
shifted impulse 8(t — t) located at t+ = t with strength x(7)dzt. The integration opera-
tion, with respect to t, sums all these impulses to form x(#). It should be emphasized
that the integral, in this instance, represents a sum of a continuum of impulses (not an
evaluation of an area). Therefore, the signal x(z) is represented by the sum of scaled
and shifted continuum of impulses with the strength of the impulse at any ¢ being
x(t)dt. The unit-impulse is the basis function and x(¢)dz is its coefficient. As the area
enclosed by the integrand is nonzero only at the point ¢t = 7, the integral is effective
only at that point. By varying the value of ¢, we can sift out all the values of x(¢).

Let a quasi-impulse, §4(?), is defined by a rectangular pulse with its base of width a,
fromt = Otot = a, and height 1/a. Assume that the signal, x(t) = e~ "% (u(t) — u(t —
1.5)), is approximated by rectangles with width a and height equal to the value of x(t)
at the beginning of the corresponding rectangle. Figure 3.6 shows the approximation
of x(¢) by rectangular pulses of width @ = 0.5. We break up x(¢) so that it is expressed
as a sum of sections of width a = 0.5.

x(1) = x0(7) + x1(¢) + x2(1)
= e " 2(u(t) — u(t — 0.5))
+ e M2 u(t — 0.5) — u(r — 1))
+e Mt — 1) — ut — 1.5))

By replacing each section by a function that is constant with a value equal to that
of x(¢) at the beginning of the section, we get

x(t) ~ xa(t) + xb(t) + xc(t)
= ¢ 1200905 — y(t — 0.5))
+ e 12MOD gt — 0.5) — ut — 1))
+ e 2P0t — 1) — u(r — 1.5))

By multiplying and dividing by @ = 0.5, we get

x(t) ~ xa(t) + xb(t) + xc(t)

— 120005 (u(z) —u(t —0.5)
B 05

) 0.5)
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Figure 3.6 The approximation of a signal by a sum of scaled and shifted rectangular pulses. (a) xa(t) =
84(1(0.5), x0(t) = e ¥ (u(r) — u(t — 0.5)); (b) xb(r) = e 65,(r — 0.5)(0.5), x1(t) = e " (u(t —
0.5) — u(t — 1)); (c) xc(t) = e 1284t — 1)(0.5),x2(t) = e " (u(t — 1) — u(t — 1.5)); (d) x(r) = x0(r) +
x1() + x2() = e " (u(t) — u(t — 1.5)) & 84()(0.5) 4+ e7%08,(t — 0.5)(0.5) + ™' 284(t — 1)(0.5)

e ( 0.5 ©0.3)
_12005) (Ut —1) —u(t — 1.5))
e ( 0.5 ©.5)

x(t) =~ xa(t) + xb(t) + xc(¢)
= 84(1)(0.5) + €784t — 0.5)(0.5) + e~ 28,(t — 1)(0.5)

2
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In general, we approximate an arbitrary x(¢) as

o0

()~ Y x(n)@)dy(t — (n)(@))(a)

n=—0oo

which reverts to the exact representation of x(¢)

x(t) = / (D8t — D,

as a — 0 (a is replaced by the differential dr and (n)(a) becomes the continuous
variable 7).

3.2.2.2 The Unit-impulse as the Derivative of the Unit-step

A function, which is the derivative of the unit-step function, must have its integral
equal to zero for r < 0 and one for ¢ > 0. Therefore, such a function must be defined
to have unit area at t = 0 and zero area elsewhere. Figure 3.7(a) shows the quasi-
impulse §4(¢) with width 1 and height 1/1 = 1 (solid line) and Figure 3.7(b) shows
its integral u4() (solid line), which is an approximation to the unit-step function. As
the width of §4() is reduced and its height correspondingly increased, as shown in
Figure 3.7(a) (dashed line with width 0.5 and dotted line with width 0.2), §4(¢) is more
like an impulse, and the corresponding integrals, shown in Figure 3.7(b) (dashed and
dotted lines), become better approximations to the unit-step function. At any stage in
the limiting process, u4 () remains the integral of 3,(#) and §,(¢) remains the derivative
(except at the corners) of u4(#) and is defined to be so even in the limit (for the sake of
mathematical convenience) as the width of §4(7) tends to zero. §4(¢) and u4(7) become,
respectively, the unit-impulse and unit-step functions in the limit and

du(r) !
= (1) and / 8(t)dt = u(r)
dr —00
: .-'“'“/"-___
. - ”
j—— — R
SUNNE S mi —
0.2 05 1 D 02 05 1
i t
(a) (b}

Figure 3.7 (a) The quasi-impulse §4(¢) with width 1 and height 1/1 = 1 (solid line), and with width
0.5 and height 1/0.5 = 2 (dashed line), and with width 0.2 and height 1/0.2 = 5 (dotted line); (b) their
integrals u4(t), approaching the unit-step function as the width of the quasi-impulse tends to zero
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For example, the voltage across a capacitor is proportional to the integral of the
current through it. Therefore, a unit-impulse current passing through a capacitor of
1 F produces a unit-step voltage across the capacitor.

A signal x(¢), with step discontinuities, for example, at t = t; of height (x(tfr) —
x(#7)) and at t = t, of height (x(;") — x(t; )), can be expressed as

(1) = xe () + (x(1}") — x()ult — 1) + (x(6) — x(ty )u(t — t2)

where x.(¢) is x(¢) with the discontinuities removed and x(tf’) and x(t, ) are, respec-
tively, the right- and left-hand limits of x(¢) at t = ;. The derivative of x(¢) is given
by generalized function theory as

dx(z) _ dx.(1)
dt ~  dr

+ (x(rF) — xSt — 1) + (x(65) — x(17))8(t — 1)

where dx(¢)/dt is the ordinary derivative of x.(¢) at all ¢ except at t =t} and t = 1,.
Note that dx.(¢)/df may have step discontinuities. In the expression for dx(¢)/dz, the
impulse terms serve as indicators of step discontinuities in its integral, that is x(z).
Therefore, the use of impulses in this manner prevents the loss of step discontinuities

in the integration operation and we get back x(#) exactly by integrating its derivative.
That is,

dr

d
x(1) = x(to) + / Z(;)

For example, the derivative of the signal x(¢), shown in Figure 3.8(a) along with
x¢(t) (dashed line)

x() =u(—t =1 +e"ut+1)—u(t—1)+2tu(t —1) — u(t —2))
+ cos <72Tt) ut —2)
= xc(1) + 1.7183u(t + 1) + 1.6321u(t — 1) — Su(t — 2),

4 2 A
2.7188 ‘-§ 0 —\;\/-
= 0.367é ;;' -2.7183

-1

Figure 3.8 (a) Signal x(¢) with step discontinuities; (b) its derivative
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1S

dx(t)

& O0—e"(u@+1) —u(t—1)+2u@ —1) —u(t —2))

. (g) sin (;Z) u(t —2)

+ 1.71836(t + 1) + 1.632158(t — 1) — 56(t — 2),

shown in Figure 3.8(b).

3.2.2.3 The Scaling Property of the Impulse

The area enclosed by a time-scaled pulse x(af) and that of its time-reversed version
x(—at) is equal to the area enclosed by x(¢) divided by |a|. Therefore, the scaling
property of the impulse is given as

1
S(at) = —5(1) a#0
lal
With a = —1, §(—t) = §(¢) implying that the impulse is an even-symmetric signal.
For example,

8(2t+1)=8(2<t+;>) =;5(t+;) anda(;z—1> :5(;@—2))

= 28(t — 2)

3.2.3 Unit-ramp Signal

The unit-ramp signal, shown in Figure 3.3(c), is defined as

t fort>0
r(t) =
0 fort<O

The unit-ramp signal increases linearly, with unit slope, for positive values of its
argument and its value is zero for negative values of its argument.

The unit-impulse, unit-step, and unit-ramp signals are closely related. The unit-
impulse signal §(¢) is equal to the derivative of the unit-step signal du(¢)/dt, according
to generalized function theory. The unit-step signal u(¢) is equal to fioo d(r)dt. The
unit-step signal u(¢) is equal to dr(¢)/dt, except at ¢t = 0, where no unique derivative
exists. The unit-ramp signal 7(¢) is equal to fioo u(t)dr.
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3.2.4 Sinusoids
3.2.4.1 The Polar Form of Sinusoids

The polar form specifies a sinusoid, in terms of its amplitude and phase, as
x(t) = Acos(wt + 6), —00 <t <0

where A, w, and 6 are, respectively, the amplitude, the angular frequency, and the phase.
The amplitude A is the distance of either peak of the waveform from the horizontal
axis. Let the period of the sinusoid be 7' s. Then, as

cos(w(t + T) 4+ 0) = cos(wt + T + 8) = cos(wt + 0) = cos(wt + 6 + 2m)

T = 27 /w. The cyclic frequency, denoted by f, of a sinusoid is the number of cycles
per second and is equal to the reciprocal of the period, f = 1/T = w/2m cycles per
second (Hz). The angular frequency, the number of radians per second, of a sinusoid
is 27 times its cyclic frequency, that is w = 27 f radians per second. For example,
consider the sinusoid 3 cos(g7 + 5), with A = 3. The angular frequency is @ = 7/8
radians per second. The period is T = Z = 16 seconds. The cyclic frequency is

f=1/T =1/16 Hz. The phase is 6 = 71/83 radians. The phase can also be expressed
in terms of seconds, as cos(wt + 0) = cos(w(t + %)). The phase of /3 radians cor-
responds to 8/3 s. As it repeats a pattern over its period, the sinusoid remains the
same by a shift of an integral number of its period. A phase-shifted sine wave can be
expressed as a phase-shifted cosine wave, A sin(wt 4 6) = A cos(wt + (0 — %)). The
phase of the sinusoid

D)= - 3) =0
M 16" 3) T\ 16 372))7\16" " 6

is —m/6 radians. A phase-shifted cosine wave can be expressed as a phase-shifted sine
wave, A cos(wt + 0) = Asin(wt + (0 + 7)).

3.2.4.2 The Rectangular Form of Sinusoids

An arbitrary sinusoid is neither even- nor odd-symmetric. The even component of a
sinusoid is the cosine waveform and the odd component is the sine waveform. That is,
a sinusoid is a linear combination of cosine and sine waveforms of the same frequency
as that of the sinusoid. Expressing a sinusoid in terms of its cosine and sine components
is called its rectangular form and is given as

A cos(wt + 60) = A cos(0) cos(wt) — A sin(0) sin(wt) = C cos(wt) + D sin(wt),
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where C = Acosf and D = —A sin6. The inverse relation is A = ~/C? 4+ D? and
0 =cos™($) = sin’l(_TP). For example,

3 cos <2nt> + > sin (Znt> 3 cos <2nt n)
= = =~ sin(Z=4) = “r, L
V2 16 V2 16 16 4

3.2.4.3 The Sum of Sinusoids of the Same Frequency

The sum of sinusoids of arbitrary amplitudes and phases, but with the same frequency,
is also a sinusoid of the same frequency. Let

x1(t) = A cos(wt + 61) and x2(t) = A, cos(wt + 6,)

Then, x(¢) = x1(t) + x(t) = A cos(wt + 6), where

A=A} + A+ 24,4 cos(6) — 6)

_y Aysin(6y) + A, sin(6,)
Ajcos(f;) + A cos(6;)

6 = tan

Any number of sinusoids can be combined into a single sinusoid by repeatedly
using the formulas. Note that the formula for the rectangular form of the sinusoid is a
special case of the sum of two sinusoids, one sinusoid being the cosine and the other
being the sine.

3.2.4.4 The Complex Sinusoids

The complex sinusoid is given as
x(t) = Ae/ D = Aelf el —00 <t <00

The term e/’ is the complex sinusoid with unit magnitude and zero phase. Its
complex (amplitude) coefficient is Ae/’. The amplitude and phase of the sinusoid is
represented by the single complex number Ae/’. By adding its complex conjugate,
Ae=/@*9 and dividing by two, due to Euler’s identity, we get

A . .
x() = 5 (ef(“’tw) + e_-’(“”+9)) = A cos(wt + 0)
The use of two complex sinusoids to represent a single real sinusoid requires four

real quantities instead of two. This redundancy in terms of storage and operations can
be avoided.
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Figure 3.9 (a) Exponentially decreasing amplitude cosine wave, x(t) = e %! cos(%”t); (b) exponen-
tially increasing amplitude cosine wave, x(1) = ™! cos(3 1)

3.2.4.5 Exponentially Varying Amplitude Sinusoids

An exponentially varying amplitude sinusoid, Ae® cos(wt + 6), is obtained by multi-
plying a sinusoid, A cos(wt + ), by a real exponential, ¢*’. The more familiar constant
amplitude sinusoid results when a = 0. If w is equal to zero, then we get a real expo-
nential. Sinusoids, x(f) = e %! cos(%”t) and x(t) = ™ cos(%”t), with exponentially
varying amplitudes are shown, respectively, in Figures 3.9(a) and (b). The complex
exponential representation of an exponentially varying amplitude sinusoid is given
as

A . )
x(t) = Ee“’ (eJ(“”Jre) + e_J(“”+0)) = Ae” cos(wt + 0)

Figure 3.1(b) shows exponentially varying amplitude complex sinusoid, x(¢) =
(0 1+jGTN

3.3 Signal Operations

In addition to the arithmetic operations, time shifting, time reversal, and time
scaling operations are also commonly used in the analysis of continuous signals.
The three operations described in this section are with respect to the independent
variable, 7.

3.3.1 Time Shifting

A signal x(t) is time shifted by T s by replacing ¢ by ¢ 4+ T'. The value of x(¢) at t = ¢t
occurs at t =ty — T in x(¢ + T). The rectangular pulse x(¢) = u(t — 1) — u(t — 3),
shown in Figure 3.10 by a solid line, is a combination of two delayed unit-step signals.
The right-shifted pulse x(r — 1) = u(t — 2) — u(t — 4), shown in Figure 3.10 by a
dashed line, is x(¢) shifted by 1 s to the right (delayed by one second, as the values of
x(t) occur 1 s late). For example, the first nonzero value occurs at t = 2 as u(2 — 2) —
u(2 — 4) = 1. Thatis, the value of x(¢) at ¢y occurs in the shifted pulse 1 s lateratzy + 1.
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x(1)

Cx(1+1.5) X0 - l—1)

-0.5 0 1 1.5 2 3

NH—=— — —

Figure 3.10 The rectangular pulse, x(#) = u(t — 1) — u(t — 3), the right-shifted pulse, x(z — 1), and the
left-shifted pulse, x(z + 1.5)

The pulse x(¢ 4 1.5), shown in Figure 3.10 by a dotted line, is x(¢) shifted by 1.5 s to
the left (advanced by 1.5 s, as the values of x(¢) occur 1.5 s early). For example, the
first nonzero value occurs at t = —0.5 as u(—0.5 + 0.5) — u(—0.5 — 1.5) = 1. That
is, the value of x(¢) at #y occurs in the shifted pulse 1.5 s earlier at #p — 1.5.

3.3.2 Time Reversal

Replacing the independent variable 7 in x(¢) by —¢ results in the time-reversed or folded
signal x(—t). The value of x(¢) at t = #; occurs at t = —f in x(—t). The signal and its
time-reversed version are mirror images of each other. The signal x(1) = r(t + 1) —
r(t — 1), shown in Figure 3.11 by a solid line, is a combination of two shifted unit-ramp
signals. Consider the folded and shifted signal x(—¢ — 1) = x(—(¢t + 1)) = r(—1t) —
r(—t — 2), shown in Figure 3.11 by a dashed line. This signal can be formed by first
folding x(#) to get x(—1) and then shifting it to the left by 1 s (¢ is replaced by (¢ + 1)).
This signal can also be formed by first shifting x(¢) to the right by 1 s to get x(t — 1)
and then folding it about the vertical axis at the origin (¢ is replaced by —¢). The value
of the signal x(¢) at fy occurs in the folded and shifted signal at —#y — 1. Consider the
folded and shifted signal x(—¢ 4 3) = x(—(¢ — 3)) = r(—t +4) — r(—t + 2), shown
in Figure 3.11 by a dotted line. This signal can be formed by first folding x(¢) to get
x(—t) and then shifting it to the right by 3 s (¢ is replaced by (r — 3)). This signal can
also be formed by first shifting x(¢) to the left by 3 s to get x(¢ + 3) and then folding it
about the vertical axis at the origin (¢ is replaced by —1). The value of x(¢) at #y occurs
in the folded and shifted signal at —¢y + 3.

x(t)

Figure 3.11 The signal, x(t) = r(t + 1) — r(t — 1), the shifted and folded signal, x(—¢ — 1), and the
shifted and folded signal, x(—¢ + 3)
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Figure 3.12  The cosine wave, x(f) = cos(§1), the compressed version x(2¢), and the expanded version
x(0.51)

3.3.3 Time Scaling

Replacing the independent variable ¢ in x(¢) by at, (a # 0), results in the time-scaled
signal x(at). With |a| > 1, we get a time-compressed version of x(¢). With |a| < 1,
we get a time-expanded version. The value of x(f) at t = g occurs at t = ty/a in x(at).
The signal x(¢) = cos(g?), shown in Figure 3.12 by a solid line, completes two cycles
during 32 s. The time-compressed version with a = 2, x(2¢) = cos(%(2t)), shown in
Figure 3.12 by a dashed line, completes four cycles during 32 s. The value of the signal
x(t) at t occurs at t/2 in x(2¢t). For example, the negative peak at t = 8 in x(¢) occurs
at t = 4 in x(2¢t). The time-expanded version with a = 0.5, x(0.5¢) = COS(%(O.SI)),
shown in Figure 3.12 by a dotted line, completes one cycle during 32 s. The value of
the signal in x(#) at # occurs at #/0.5 in x(0.5¢). For example, the negative peak att = 8
in x(t) occurs at t = 16 in x(0.5¢).

In general, the three operations described on a signal x(f) can be expressed as
y(t) = x(at — b). The signal y(¢) can be generated by replacing t by (at — b). However,
it is instructive to consider it as the result of a sequence of two steps: (i) first shifting
the signal x(#) by b to get x(t — b); and then (ii) time scaling (replace ¢ by at) the
shifted signal by a to get x(at — b). An alternate sequence of two steps is to : (i) first
time scale the signal x(¢) by a to get x(at); and then (ii) shift (replace t by ¢t — b/a) the
time-scaled signal by b/a to get x(a(t — b/a)) = x(at — b). Note that, time reversal
operation is a part of the time scaling operation with a negative.

Let x(¢) = cos(§t + 7), shown in Figure 3.13 by a solid line. It is required to
find x(—2t + 4). The shifted signal is x(t + 4) = cos(g(t +4) + 7). Now scaling this
signal by —2 yields the signal x(—2¢ +4) = cos(g(=2t +4) + }) = cos(%”t - %” ,
shown in Figure 3.13 by a dashed line. The value of the signal x(¢) at 7y occurs at

r PR " TS (-2
7/

x(t)
o
\
N
/
/
\
\
/
/
/
\

Figure 3.13 The sinusoid x(f) = cos(§t + %) and x(=2¢ + 4)
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(—tp + 4)/2 in x(—2¢ 4+ 4). We could have done the time scaling operation by —2 first
to obtain x(—2¢) = cos(%(—Zt) + %). Shifting this signal by 4/—2 = —2 (replace ¢
by t —2), we get x(—2t + 4) = cos(5 (=2t +4) + 7).

3.4 Summary

¢ In this chapter, continuous signal classifications, basic signals, and signal operations
have been presented.

e The representation and analysis of a signal depends on its type.

e As practical signals have arbitrary amplitude profile, these signals are usually de-
composed and analyzed in terms of basic signals, such as the sinusoid or the impulse.

e In contrast to the characterization of the discrete impulse by its amplitude, the
continuous impulse is characterized by its area.

e In addition to the arithmetic operations, time shifting, time reversal, and time scaling
operations are also commonly used in the analysis of continuous signals.

Further Reading

1. Lathi, B. P., Linear Systems and Signals, Oxford University Press, New York, 2004.

Exercises

3.1 Is x(¢) an energy signal, a power signal, or neither? If it is an energy signal, find
its energy. If it is a power signal, find its average power.
3.1.1 x(t) =3, —1 <t < 1and x(#) = 0 otherwise.
3.1.2 x(t) =2t, 0 <t < 1and x(t) = 0 otherwise.
3.1.3  x(t) = 4e "2 u(r).

314 x(n)=¢€".
3.1.5 x(t) = CelCF).
3.6 x(t)=2cos (% +1).
3.1.7 x(t) = u(?).
3.1.8 x(t)=t.
*3.1.9  x() =2Lu@ —1).
3.1.10 x(1) = 3¢/(%).
3.1.11 x(r) = 3.

3112 x(1) = 3sin (% + 7).
3.2 Is x(¢) even-symmetric, odd-symmetric, or neither? List the values of x(z) at
t=-3,-2,-1,0,1,2,3.

321 x(t) =3cos (Zr+2).
3.2.2 x(t) = 2sin (%’z - g).
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33

34

3.5

3.6

3.2.3 x(tf) = 4cos (%’t)

3.2.4 x(t) = 5.
32.5 x(1) = —2sin (1),
3.2.6 x(t) =1t.

327 x() = GD.

328 x(r) = G,

329 x(t) =e".

Find the even and odd components of x(¢). Verify that the integral of the odd
component is zero. Verify that the integral of the even component and that of
x(t) are equal.

33.1 x(t)=2, —1 <t <1 and x(¢) = 0 otherwise.

332 x(t) =3, —1 <t < 2 and x(¢t) = 0 otherwise.

333 x(t) =2t, —1 <t < 1 and x(¢) = 0 otherwise.
*3.34 x(t) =3¢, 0 <t < 1and x(#) = 0 otherwise.

335 x(t)=2cos (21— 7).

3.3.6 x(t) = e " Hu(r).

3.3.7 x(t) = u(®).

338 x(1) = /(5.

3.3.9 x(t) = tu).

33.10 x(1) = sin (%1).

Evaluate the integral.

3.4.1 [° u(3t+ 1ydr.

342 [Zu(§r+2)dr
343 [P u (3 —4)ar

344 % u(-tr—4)dr
Assume that the impulse is approximated by a rectangular pulse, centered at
t =0, of width 2a and height 1/2a. Using this quasi-impulse, the signal x()
is sampled. What are the sample values of x(r) at t =0 witha =1, a = 0.1,
a=10.01,a=0.001, and a = 0?
3.5.1 x(t) = 4e7?.
3.5.2 x(t) = 2 cos(z).
*3.5.3 x(t) = 3sin(t — %).
3.5.4 x(t) = cos(t + 3).
3.5.5 x(t) = sin(t + 7).
Evaluate the integral.
3.6.1 [%8(r)e'dr.
3.6.2 [y78(t + De'dr.
*3.6.3 [;°8(t — 2)e'dr.
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3.6.4 [ 8+ 1)e'dr.
3.6.5 [%0 8t + De'u(r)dr.
3.6.6 [ 8(t + 1)e'dr.
3.6.7 [7) 8(t +2)e'dr.
3.6.8 [y 8t — 2)e'dt.

3.7 A quasi-impulse, §4(?), is defined by a rectangular pulse with its base of width a,
fromt = 0tot = a, and height 1/a. Assume that the signal x(¢) is approximated
by a series of rectangles with the height of each rectangle equal to the value of
x(t) at the beginning of the corresponding rectangle and width a. Express the
signal x(#) in terms of the quasi-impulse witha = 1 and a = 0.5.

3.7.1 x(t) = €', 0 <t < 5 and x(¢) = 0 otherwise.
*3.7.2 x(t) = cos(%1), 0 < t < 4 and x(t) = 0 otherwise.
3.7.3 x(t) = (+3), 0 <t < 3and x(r) = 0 otherwise.
3.8 Find the derivative of the signal.
3.8.1 cos(mt)u(t).
3.8.2 sin(mwt)u(t).
*3.8.3 2e 7 u(?).
3.9 Evaluate the integral.
3.9.1 [%0 8t + 1)dr.
392 %8 (4t +2)dr
393 [ 8 (4t —2)dr.
3.94 [* 5 (=Lt +2)dr.

395 [* 8(=3r—2)dr.

3.10 Find the rectangular form of the sinusoid. Find the value of t > 0 where the first
positive peak of the sinusoid occurs. Find the values of ¢ at which the next two
consecutive peaks, both negative and positive, occur.

3.10.1 x() = ~3cos (%1 — 7).
. 2
3102 x(t) = 2sin (21 + 7).
*3.10.3 x(r) = —5sin (27t + Z).
3104 x(1) = 2cos (271 + 7).
3.10.5 x(t) = 4cos (&1 — 7).
3.11 Find the polar form of the sinusoid. Find the values of ¢ > O of the first three

zeros of the sinusoid.
3.11.1 x(r) = —+/3 cos (%”t) — sin (%”t).

3.11.2 x(t) = v/2 cos (%”t) — /2sin (%”t).
3113 x(t) = —2cos (%1) + 2¢/3sin (%1).
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“3.114 x(r) = cos (%) + sin (%1).
3115 x(t) = 3cos (Z1) — v/3sin (Z1),
3116 x(1) = —2sin (1),

3.12 Given the sinusoids x;(¢) = A cos(wt + ;) and x,(¢) = A; cos(wt + 6;), find

3.13

3.14

3.15

the sinusoid x(¢) = x;(¢) — x2(t) = A cos(wt + ). First add a phase of & or —m
to the sinusoid x,(¢) and then use the summation formulas given in the book.
Find the sample values of the sinusoids x;(¢) and x,(¢) at t = 0, 1, 2 and verify
that the sample values of x;(¢) — x,(¢) are the same as those of x(z).

3121 x1() = —2cos (£t = T ), xo(0) = 3sin (L + 7).
3022 xi(1) = sin (214 F ), x0(1) = cos (L1 4 ).
*3.12.3 x1(t) = 3 cos (%”t + %), x2(t) = 4 cos (%”t + %)
3.12.4 xi(t) = 2cos (%”t + %), x3(t) = 5cos (%’t + %)
Give the sample values of the exponentially varying amplitude sinusoid for t =
-1,0, 1.
— ot i (2
3130 x(t) = e 'sin (214 7).
— 2 2
3132 x(t) = ¢ cos (%1 - 7).
3.13.3 x(t) = e cos(m).
3.13.4 x(1) = ¥ sin (Z1).
The sinusoid x(¢) and the value k are specified. Find the value of t > 0 where the

first positive peak of the sinusoid x(#) occur. From the sinusoid x(t + k), verify
that its first positive peak, after ¢ > 0, occurs as expected from the value of k.

3141 x(t) = 2c0s (21— 7 ),k =2.
3142 x(0) =sin (Zr+ ), k= —1.
3143 x(t) = sin (%1 %), k= 15.
2 5
3144 x(t) = cos (21 + Z), k= 12.

3145 x(t) = sin (Z¢), k= 1.
The sinusoid x(#) and the value k are specified. Find the value of ¢ > 0 where
the first positive peaks of the sinusoids x(¢) and x(—¢ + k) occur.

315.0 x(0) = 3sin (Lt + 2), k=1,
3152 x(1) = 2c0s (%1 - 7), k =
3153 x(t) = sin (%1 -
2

1)k
3154 x(0) =sin (21 +7), k= —12
3155 x(t) =cos (L4 %), k=4,
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3.16 The sinusoid x(¢) and the values of a and k are specified. Find the value of r > 0
where the first positive peaks of the sinusoids x(¢) and x(at + k) occur.

316.1 x() =cos (F1+7),a=2k=1.
3162 x() =sin (F1+7),a=-} k=-2

3163 x(t)=cos (F1—7),a=3k=-1.

*3.16.4 x(f) = sin (%ﬂt _ g), g2 k=

3.16.5 x(t) = cos (%ﬂz) a=3k=1.

3.17 The waveform x(¢) and the values k and a are specified. List the values at t =
—-3,-2,—1,0, 1,2, 3 of the waveforms x(¢), x(t + k), and x(at + k). Assume
that the value of the function is its right-hand limit at any discontinuity.

371 x(t) =e M a=2k=—1.
3172 x() = e ¥ a= 1, k=2.
3173 x(t) =" a=3 k=2
3174 x()=e€'"?.a= 1,k =-3.

3175 x() = —2sin (214 1) u@).a =2,k =3.
3176 () = —2sin (21 + T u).a=} k=—1.
3177 x(t) = ¥ cos (Zr+ T)u().a= -2,k =1.

3.17.8 x(t) = e "% cos (%’z - g) u(t).a =1 k=3
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Time-domain Analysis of Discrete
Systems

A system carries out some task in response to an input signal or produces an output sig-
nal thatis an altered version of the input signal. For example, when we switch the power
on to an electric motor, it produces mechanical power. A filter produces an output signal
in which the various frequency components of the input signal are altered in a prede-
fined way. A system is realized using physical components (hardware realization) or
using a computer program (software realization) or a combination of both. In order to
analyze a system, a mathematical model of the system has to be derived using the laws
governing the behavior of its components and their interconnection. It is usually not
possible to develop an accurate model of a system. Therefore, a model, with minimum
mathematical complexity, is developed so that it is a sufficiently accurate representa-
tion of the actual system. Although systems can have multiple inputs and multiple out-
puts, we consider single-input and single-output systems only, for simplicity. Because
the frequency-domain methods, described in later chapters, are easier for the analysis
of higher-order systems, only first-order systems are considered in this chapter.

The difference equation model of a system is derived in Section 4.1. In Section 4.2,
the various classifications of systems are described. The convolution—summation
model of a system is developed in Section 4.3. In Section 4.4, the stability condi-
tion of a system is derived in terms of its impulse response. In Section 4.5, the basic
components used in the implementation of discrete systems, implementation of a
specific system, and the decomposition of higher-order systems are presented.

4.1 Difference Equation Model

The resistor—capacitor (RC) circuit, shown in Figure 4.1, is a lowpass filter, as the
impedance of the capacitor is smaller at higher frequencies and larger at lower

A Practical Approach to Signals and Systems D. Sundararajan
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g M I S

Figure 4.1 An RC filter circuit.

frequencies. Therefore, the output voltage across the capacitor y(¢) is a filtered ver-
sion of the input x(¢). The relationship between the current through the capacitor and
the voltage across it is i(#) = Cdy(¢)/dt. Then, due to Kirchhoff’s voltage law, we get
the differential equation (an equation that contains derivatives of functions) model of
the circuit

RCM + () = x(1)
dt
where R is in ohms and C is in farads. This model of the filter circuit can be
approximated by a difference equation (an equation that contains differences of
functions) by approximating the differential in the differential equation by a differ-
ence. One of the ways of this approximation is by replacing the term dy(#)/d¢ by
[y(nTy) — y((n — 1)T})/T;], where Ty is the sampling interval. The continuous vari-
ables x(¢) and y(¢) become x(nTy) and y(nT;), respectively. As usual, the sampling
interval T in nT is suppressed and we get the difference equation as

Rcw + y(n) = x(n)

Let by = T;/(Ts + RC) and ag = —RC/(Ts + RC). Then, we get the difference
equation characterizing the circuit as

y(n) = bix(n) —apy(n — 1) 4.1

Let us assume that the input voltage is applied to the circuit at n = 0. Then, the
output of the circuit at n = 0 is given by

¥(0) = b1x(0) — apy(0 — 1)

The voltage y(—1) across the capacitor at n = —1, called the initial condition of
the circuit, is required to find the output. The number of initial conditions required
to find the output indicates the number of independent storage devices in the system.
This number is also the order of the system. As only one value of initial condition is
required, the model of the RC circuit is a first-order difference equation. Given the
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initial condition and the input, using this model, we can approximate the response of
the circuit.

4.1.1 System Response

The response of a linear system is due to two independent causes, the input and
the initial condition of the system at the time the input is applied. The response
due to the initial condition alone is called the zero-input response, as the input is
assumed to be zero. The response due to the input alone is called the zero-state
response, as the initial condition or the state of the system is assumed to be zero.
The complete response of a linear system is the sum of the zero-input and zero-state
responses.

4.1.1.1 Zero-state Response

The difference equation characterizing a system has to be solved to get the system
response. One way of solving a difference equation is by iteration. With the given
initial condition y(—1) and the inputs x(0) and x(—1), we can find the output y(0) of a
first-order difference equation. Then, in the next iteration, using y(0), x(1), and x(0),
we can compute y(1). We repeat this process to get the desired number of outputs.
Note that this method is suitable for programming in a digital computer. We can also
deduce the closed-form solution by looking at the pattern of the expressions of the
first few iterations. Let us solve Equation (4.1) by iteration. Assume that the initial
condition is zero and the input signal is the unit-step, u(n).

¥(0) = b1x(0) + (—ag)y(—=1) = b
y(1) = bix(1) + (—=ap)y(0) = by (1 + (—ao))

y(n) = by (1 + (—ap) + (—ag)* + - - - + (—ap)")

_ 1 — (—ag)"*V _
—b (1_(_a())> (—a)) £ 1, n=0,1,2, ...

4.1.1.2 Zero-input Response

Assume that the initial condition is y(—1) = 3. Since x(n) = 0 for all n, Equation (4.1)
reduces to y(n) = (—ag)y(n — 1), y(—1) = 3. Therefore,

¥(0) =3(=ap), y(1) =3(=ag)*, -+, y(n) = 3(—ap)" "
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4.1.1.3 Complete Response

The complete response of the system is the sum of the zero-input and zero-state
responses.

zZero-state

zero-input
1 — (_ao)(’H‘I) —_——
yn)=by | ————— | +3(—=ap)"™, n=0,1,2, ...
1 = (—ao)
steady-state transient

P N
(n)="> (1> +b _(L)(H_l) +3(—a )(n+1)
= T Ca) T T a0 0

4.1.1.4 Transient and Steady-state Responses

The transient response of the system is

—(—a())(nH) (n+1)
bl (1_(_“0)> +3(—a0) .

The steady-state response of the system,

1
(=)
1 — (—aop)

is the response of the system after the transient response has decayed. The transient
response of a stable system always decays with time. The form of the transient response
depends solely on the characteristics of the system while that of the steady-state
response solely depends on the input signal.

Figure 4.2 shows the various components of the response of the first-order sys-
tem governed by the difference equation y(n) = 0.1x(n) + 0.9y(n — 1) with the ini-
tial condition y(—1) = 3 and the input x(n) = u(n), the unit-step signal. The zero-
input response, shown in Figure 4.2(a), is 3(0.9)"*Du(n). The zero-state response,
shown in Figure 4.2(b), is (1 — (0.9)"*Y)u(n). The sum of the zero-input and zero-
state responses is the complete response, shown in Figure 4.2(c), is 3(0.9)+D 41 —
(0.9)+D = (1 4+ 2(0.9)"*+D)yu(n). The transient response due to input alone, shown in
Figure 4.2(d), is —(0.9)""+VYu(n). The total transient response, shown in Figure 4.2(e),
is 3(0.9)" D — (0.9)"+D = 2(0.9)"*Dy(n). The steady-state response, shown in Fig-
ure 4.2(f), is u(n). The sum of the transient and steady-state responses also forms the
complete response.
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Figure 4.2 The response of a first-order system for unit-step input signal. (a) Zero-input response; (b)
zero-state response; (c) complete response; (d) transient response due to input; (e) transient response; (f)
steady-state response
4.1.1.5 Zero-input Response by Solving the Difference Equation
Consider the Nth order difference equation of a causal LTI discrete system relating
the output y(n) to the input x(n)

y(n) +an-1y(n — 1) +ay_oy(n —2)+ -+ apy(n — N)
=byx(n) +by_1x(n — 1)+ --- + box(n — N),

where N is the order of the system and the coefficients as and bs are real constants
characterizing the system. If the input is zero, the difference equation reduces to

yn) +ay—1y(n — 1) +ayoy(n —2)+---+apy(n —N) =0

The solution to this equation gives the zero-input response of the system. This
equation is a linear combination of y(n) and its delayed versions equated to zero, for
all values of n. Therefore, y(n) and all its delayed versions must be of the same form.
Only the exponential function has this property. Therefore, the solution is of the form
CA", where C and A are to be found. Substituting y(n) = CA", y(n — 1) = CA"~!,
etc., we get

(I+ay_12""+ayord 2+ +ar M)A =0
Multiplying both sides by A", we get

()\,N + aN_l)»Nfl + aN_z)\.Niz 4+ +ay)CrA*'=0
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Assuming that the solution CA" is nontrivial (C # 0),

AN +ay AV a4+ ap) =0 4.2)
The characteristic polynomial on the left-hand side has N roots, Aj, Ay, ..., Ay.
Therefore, we get N solutions, CiAY, C2A3, ..., CyAyy. As the system is assumed to

be linear and the solution has to satisfy N independent initial conditions of the system,
the zero-input response of the system is given by

y(n) = Cl)nlll +C2)\.g + - +CN)\7V

assuming all the roots of the characteristic polynomial are distinct. The constants can
be found using the N independent initial conditions of the system. The zero-input
response represents a behavior that is characteristic of the system. As the form of the
zero-input response of any Nth order system is the same, it is the set of roots of the char-
acteristic polynomial that distinguishes a specific system. Therefore, Equation (4.2) is
called the characteristic equation of the system and the roots, A1, Ay, ..., Ay, are called
the characteristic roots of the system. The corresponding exponentials, A, A5, ..., A%,
are called the characteristic modes of the system. The characteristic modes of a system
are also influential in the determination of the zero-state response.

Example 4.1. Find the zero-input response of the system by solving its difference
equation y(n) = 0.1x(n) + 0.9y(n — 1). The initial condition is y(—1) = 3.

Solution

The characteristic equation is A — 0.9 = 0. The characteristic root of the system is
A = 0.9. The characteristic mode of the system is (0.9)". Therefore, the zero-input
response is of the form

y(n) = C(0.9)"

With y(—1) =3 and letting n = —1, we get C = 2.7. Therefore, the zero-input
response, as shown in Figure 4.2(a), is

y(n) =2.7(0.9)" u(n) O

4.1.2 Impulse Response

The impulse response, 4(n), of a system is its response for a unit-impulse input signal
with the initial conditions of the system zero. One way to find the impulse response of
a system is by iteration. Another method is to find the zero-input response by solving
the characteristic equation.
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Example 4.2. Find the closed-form expression for the impulse response A(n) of
the system governed by the difference equation, with input x(n) and output y(n),
y(n) =2x(n) +3x(n — 1) + % y(n — 1) (i) by solving the difference equation and (ii)
by iteration. Find the first four values of i(n).

Solution
As the system is initially relaxed (initial conditions zero), we get from the difference
equation 2(0) = 2 and h(1) = 4 by iteration. As the value of the impulse signal is
zero for n > 0, the response for n > 0 can be considered as zero-input response. The
characteristic equation is
A ! 0
(-3)-

The zero-input response is of the form
1 n
h(n)y=C <2> un —1)
Asu(n — 1) = u(n) — 8(n), the response is also given by
1 n
h(n)y=0C (2) un)— Cén), n >0

Letting n = 1, with h(1) = 4, we get C = 8. The impulse response is the sum of
the response of the system at n = 0 and the zero-input response for n > 0. Therefore,

h(n) = 28(n) + 8 (;)" u(n) — 84(n) = —68(n) + 8 (;)n u(n)

By iteration,
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n—1 n
h(n) = 28(n) + (4 (;) > u(n — 1) = —638(n) + 8 (;) u(n)

The first four values of h(n) are

{(h(0)=2,h(1)=4,h(2)=2,h3) =1} O

In general, the impulse response of a first-order system governed by the differ-
ence equation y(n)+ apy(n — 1) = byx(n) + box(n — 1) is h(n) = Z—gé(n) + (b1 —

m)(—ap)'u(n).

4.1.3 Characterization of Systems by their Responses to Impulse
and Unit-step Signals

We can get information about the system behavior from the impulse and unit-step
responses. If the significant values of the impulse response are of longer duration, as
shown by filled circles in Figure 4.3(a), then the response of the system is sluggish.
The corresponding unit-step response is shown by filled circles in Figure 4.3(b). The
time taken for the unit-step response to rise from 10 to 90% of its final value is called
the rise time of the system. If the significant values of the impulse response are of
shorter duration, as shown by unfilled circles in Figure 4.3(a), then the response of the
system is faster, as shown by unfilled circles in Figure 4.3(b). A system with a shorter
impulse response has less memory and it is readily influenced by the recent values of
the input signal. Therefore, its response is fast. The faster is the rate of decay of the
impulse response, the faster the response approaches its steady-state value.
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Figure 4.3 (a) Typical monotonically decreasing impulse responses; (b) the corresponding unit-step
responses; (c) typical alternating sequence impulse responses; (d) the corresponding unit-step responses.
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The unit-step response, at n, is the sum of the first n + 1 terms of the impulse
response, y(n) = Y. _,h(m). As the final value tends to one in Figure 4.3(b) and
as the unit-step signal, ultimately, acts like a dc signal, the monotonically decreasing
impulse response indicates a system that passes low-frequency components of a signal
well.

Figure 4.3(c) shows typical alternating sequence impulse responses. The corre-
sponding unit-step responses are shown in Figure 4.3(d). In these cases also, the sys-
tem response time is faster with a short-duration impulse response. However, note that
the final value of the unit-step response approaches a very low value in Figure 4.3(d).
This indicates a system that does not pass low-frequency components of a signal well.

4.2 Classification of Systems
4.2.1 Linear and Nonlinear Systems

Let the response of a system to signal x () be y;(n) and the response to x,(n) be y,(n).
Then, the system is linear if the response to the linear combination ax;(n) + bx,(n) is
ayi(n) + by,(n), where a and b are arbitrary constants. A general proof is required to
prove that a system is linear. However, one counterexample is enough to prove that a
system is nonlinear. Nonlinear terms, such as x*(n) or x(n)y(n — 1) (terms involving
the product of x(n), y(n), and their shifted versions) in the difference equation is an
indication that the system is not linear. Any nonzero constant term is also an indication
of anonlinear system. The linearity condition implies that the total response of a linear
system is the sum of zero-input and zero-state components. The linearity of a system
with respect to zero-input and zero-state responses should be checked individually. In
most cases, zero-state linearity implies zero-input linearity.

Example 4.3. Given the difference equation of a system, with input x(n) and
output y(n), determine whether the system is linear. Verify the conclusion with the
inputs {x;(n),n =0,1,2,3} ={1,4,3,2}, {x,(n),n=0,1,2,3} ={2,3,4,1} and
x(n) = 2x1(n) — 3x,(n) by computing the first four values of the output. Assume that
the initial condition y(—1) is zero.

(@) y(n) =x(n) + y(n —1)+3

(b) y(n) = x(n) — 2n)y(n — 1)

Solution

(a) As the nonzero term indicates that the system is nonlinear, we try the counterex-

ample method. By iteration, the first four output values of the system to the input
signal x1(n) are

y1(0)=x10)+y0—-1)+3=14+0+3=4
yH)=xi(H+y(1-1)+3=4+44+3=11
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yi2)=x12)+y2-1)+3=34+114+3=17
i) =x13)+y3-1D+3=2+174+3=22

The output to x,(n) is {y.(n),n =0, 1,2,3} = {5, 11, 18, 22}. Now, y(n) =
{2yi(n) — 3y,(n),n =0, 1, 2,3} ={-7, —11, =20, —22}.

The system response to the combined input {2x;(n) — 3x2(n),n =0, 1, 2, 3}
={-4,—-1,-6, 1}is{y(n),n =0, 1, 2,3} = {—1, 1, =2, 2}. As this output is dif-
ferent from that computed earlier, the system is nonlinear.

(b) The system output to x;(n) is y;(n) = x1(n) — (2n) y;(n — 1). The system output
to xp(n) is y(n) = xo(n) — (2n) yo(n — 1). Then,

ayi(n) + by>(n) = axi(n) — (2an) y1(n — 1) + bxa(n) — (2bn) y»(n — 1)
The system output to ax;(n) + bx,(n) is
axi(n) + bxa(n) — 2n)(ayi(n — 1) + by>(n — 1))

As both the expressions for the output are the same, the system is linear. The
output to x(n) is {y1(n),n =0, 1, 2,3} = {1, 2, —5, 32}. The output to x,(n)
is {y2(n),n =0,1,2,3} = {2, —1, 8, —47}. Now, y(n) = {2yi(n) — 3y2(n), n =
0,1,2,3} ={-4,7, 34, 205}.

The system response to the combined input {2x;(n) — 3x2(n),n =0, 1, 2, 3}
={-4,—-1,-6,1} is {y(n),n =0, 1,2,3} = {—4, 7, =34, 205}. This output is
the same as that computed earlier. O

4.2.2 Time-invariant and Time-varying Systems

The output of a time-invariant system to the input x(n — m) must be y(n — m) for
all m, assuming that the output to the input x(n) is y(n) and the initial conditions are
identical. A general proof is required to prove that a system is time-invariant. However,
one counterexample is enough to prove that a system is time-variant. Terms, such as
x(2n) or x(—n), with a nonzero and nonunity constant associated with the index n
in the difference equation indicates a time-variant system. Any coefficient that is an
explicit function of n in the difference equation also indicates a time-variant system.

Example 4.4. Given the difference equation of a system, with input x(n) and output
y(n), determine whether the system is time-invariant. Verify the conclusion with the in-
puts {x(n),n =0,1,2,3} ={1,4,3,2} and {x(n —2),n =2,3,4,5} ={1,4,3,2}
by computing the first four values of the output. Assume that the initial condition
y(—1) is zero.

(a) y(n) = nx(n)
(b) y(n) = 2x(n)
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Solution

(a) As the coefficient in the difference equation is the independent variable n, we
try the counterexample method. The output of the system to x(n) is {y(n), n =
0,1,2,3} ={0,4, 6,6}. The output of the system to x(n —2) is {y(n),n =
2,3,4,5} = {2, 12, 12, 10}. As the two outputs are different, the system is time-
varying.

(b) The system output to x(n) is y(n) = 2x(n). By replacing n by (n — 2), we get
y(n —2) = 2x(n — 2). The system output to x(n — 2) is 2x(n — 2). As the out-
puts are the same, the system is time-invariant. The output of the system to x(n)
is {y(n),n=0,1,2,3} ={2,8, 6,4}. The output of the system to x(n — 2) is
{y(n),n=2,3,4,5} ={2,8, 6, 4}. O

Linear time-invariant (LTI) systems satisfy the linearity and time-invariant proper-
ties and are easier to analyze and design. Most practical systems, although not strictly
linear and time-invariant, can be considered as LTI systems with acceptable error
limits.

4.2.3 Causal and Noncausal Systems

Practical systems respond only to present and past input values, but not to future input
values. These systems are called causal or nonanticipatory systems. If the present
output y(n) depends on the input x(n + k) with k > 0, then the system is noncausal.
This implies that the impulse response of a causal system 4 (n) is zero for n < 0. Ideal
systems, such as ideal filters, are noncausal. However, they are of interest because
they set an upper bound for the system response. Practical systems approximate the
ideal response, while being causal (that is physically realizable).

Example 4.5. Given the difference equation of a system, with input x(n) and output
y(n), determine whether the system is causal. Find the impulse response.

(a) y(n) = x(n 4+ 2) + 2x(n) — 3x(n — 1)
(b) y(n) = 2x(n) — x(n — 1) + 3x(n — 4).

Solution

(a) As the output y(n) is a function of the future input sample x(n + 2), the system is
noncausal. The impulse response of the system is obtained, by substituting x(n) =
3(n) in the input-output relation, as y(n) = h(n) = §(n + 2) + 26(n) — 38(n — 1).
That is, h(=2) = 1, h(—1) = 0, h(0) = 2, and k(1) = —3.

(b) The system is causal. The impulse response of the system is

{h(0)=2,h(1)=—1,h(2)=0,h(3) =0, h(4) =3} O
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4.2.4 Instantaneous and Dynamic Systems

With regard to system memory, systems are classified as instantaneous or dynamic. A
system is instantaneous (no memory) if its output at an instant is a function of the input
at that instant only. The system characterized by the difference equation y(n) = 2x(n)
is a system with no memory. An example is an electrical circuit consisting of resistors
only. Any system with storage elements, such as inductors and capacitors, is a dynamic
system, since the output at an instant of such systems is a function of past values of
the input also. The discrete model of this type of systems will have terms, such as
x(n — 1) or x(n — 2), that require memory units to implement. If the output depends
only on a finite number of past input samples, then it is called a finite memory system.
For example, y(n) = x(n — 1) 4+ x(n — 2) is the difference equation of a system with
two memory units. Systems with capacitive or inductive elements are infinite memory
systems, since their outputis a function of entire past history of the input. Instantaneous
systems are a special case of dynamic systems with zero memory.

4.2.5 Inverse Systems

A system is invertible if its input can be determined from its output. This implies that
each input has a unique output. Systems with an input—output relationship such as
y(n) = x*(n) are not invertible. If the impulse response of a system, made up of two
systems connected in cascade, is h(n) = §(n), then the two systems are the inverses of
one another. For example, the inverse of the system with the input—output relationship

y(n) = 2x(n) is x(n) = 3¥(n).

4.2.6 Continuous and Discrete Systems

In continuous systems, input, output, and all other signals are of continuous type
and they are processed using devices such as resistors, inductors, and capacitors. In
a discrete system, input, output, and all other signals are of discrete type and they
are processed using discrete devices such as a digital computer. While most naturally
occurring signals are of continuous type, they are usually analyzed and processed
using discrete systems, as it is advantageous, by converting the continuous signals to
discrete signals by sampling. These type of systems, in which both types of signals
appear, are called hybrid systems.

4.3 Convolution—-Summation Model

In the difference equation model of a system, we used some output and input values in
formulating the model. In the convolution-summation model, the model is formulated
in terms of all the input values applied to the system, assuming that the initial conditions
are zero. The input signal is decomposed in terms of scaled and shifted unit-impulses.
Therefore, with the knowledge of the response of the system to just the unit-impulse
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(called the impulse response), we find the response to each of the constituent impulses
of an arbitrary input signal and sum the individual responses to find the total response.
As the initial conditions are assumed to be zero, the response obtained using this model
is the zero-state response.

Let us find the convolution of the impulse response {h(m),m =0,1,2,3} =
{5,0, 3,2} and the input {x(m), m =0, 1, 2,3} = {4, 1, 3, 2} shown in Figure 4.4.
The time-reversed impulse response, {h(0 — m), m = 3,2, 1, 0}, 1is {2, 3, 0, 5}. There
is only one nonzero product, x(0)2(0) =4 x 5 = 20, of x(m)h(0 — m) withm =0
and the convolution output is y(0) = 20. The product x(0)4(0) is the response of the
system at n = 0 to the present input sample x(0). There is no contribution to the
output at n = 0 due to input samples x(1), x(2), and x(3) since the system is causal.
The time-reversed impulse response is shifted to the right by one sample interval to
get h(1 —m) = h(—m + 1)) = h(—(m — 1)). The convolution output y(1) atn = 11is
the sum of products x(m)h(1 — m), m = 0, 1. Thatis, y(1) = x(0)h(1) + x(1)h(0) =
4 x 041 x 5=35. The product x(1)A4(0) is the response of the system at n = 1 to
the present input sample x(1). The product x(0)A(1) is the response of the system at
n = 1 to the past input sample x(0). Repeating the process, we find the remaining five
output values. While x(n) and /(n) have four elements each, the output sequence y(n)
has seven elements. The duration of the convolution of two finite sequences of length
N and M is N + M — 1 samples, as the overlap of nonzero portions can occur only
over that length.

A more formal development of the convolution operation is as follows. An arbitrary
signal can be decomposed, in terms of scaled and shifted impulses, as

o0

x(n)= > x(m)d(n —m)

m=—0oQ

The impulse response h(n) of a LTI system is its response to an impulse §(n)
with the system initially relaxed (initial conditions zero). Due to the time-invariance
property, a delayed impulse 6(n — m) will produce the response A(n — m). Since a LTI
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Figure 4.4 The linear convolution operation
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system is linear, a scaled and shifted impulse x(m)8(n — m) will produce the response
x(m)h(n — m). Therefore, using both the linearity and time-invariance properties, the
system response y(n) to an arbitrary signal x(n) can be expressed as

oo

yn)y= Y x(m)h(n —m) = x(n)  h(n)

m=—00

The convolution-summation of the sequences x(n) and h(n) is denoted as x(n) *
h(n). For a causal system, as its impulse response i (n) is zero for n < 0, the upper
limit of the summation is #n, instead of oo, as h(n —m) =0, m > n.

o n

)= Y x(mh(n—m)= Y x(mh(n —m)

m=—00 m=—0o0

If the signal x(n) starts at any finite instant n = ny, then the lower limit is equal
to ng. The effective range of the summation is easily determined by observing that
if x(m) or h(n — m) or both are zero in a certain range, the product x(m)h(n — m) is
zero in that range.

Essentially, the convolution operation finds the sum of products of two sequences,
each other’s index running in opposite directions. To summarize, the output of a system
is found by convolution with the repeated use of four operations (fold, shift, multiply,
and add).

1. One of the two sequences to be convolved (say h(m)) is time-reversed, that is folded
about the vertical axis at the origin to get h(—m).

2. The time-reversed sequence, h(—m), is shifted by ny sample intervals (right-shift
for positive ng and left-shift for negative ny), yielding i(ng — m), to find the output
atn = ny.

3. The term by term products of the overlapping samples of the two sequences, x(m),
and h(ng — m), are computed.

4. The sum of all the products is the output sample value at n = ny.

Two finite sequences to be convolved overlap only partly at the beginning and the
end of the convolution operation, as can be seen in Figure 4.4, and less arithmetic
is required to find the convolution output in these cases. The convolution expres-
sion, requiring minimum arithmetic, for two finite sequences is given as follows. Let
x(n),n=0,1,...,N—1land h(n),n =0,1,..., M — 1. Then,

Min(n, N—1) Min(n, M—1)
y(n) = > xtmhn—m) = > h(mx(n —m)
m=Max(0,n—M+1) m=Max(0,n—N+1)

n=0,1,..., N+ M -2, 4.3)
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where Min and Max stand, respectively, for ‘minimum of” and ‘maximum of’. Along
with the shift property of convolution presented shortly, this expression can be used
to evaluate the convolution of two finite sequences starting from any n.

Example 4.6. Find the linear convolution of the sequences {x(n),n =0, 1,2} =
{1,2,3}and {h(n),n =0, 1} = {2, —3}.

Solution

Using Equation (4.3), we get
y(0) =(M)(2) =2
Yy =M(=3)+@)2) =1
Y2 =2)(=3)+3)2)=0
y3) =3)(-3)=-9

The values of the convolution of x(n) and h(n) are

O =2, yH=1, »2)=0, y3) =-9} [

Example 4.7. Find the closed-form expression of the convolution of the sequences
x(n) = (0.6)"u(n) and h(n) = (0.5)"u(n).

Solution
o0

ym) =Y x(Dh(n —1) = zn:(o.6)l(0.5)"—’, n>0

I=—00 =0

; 0.6 ; 1— (;)n+l
:(0.5)”2(0'5> =0.5" | — /5
=0 :

= (6(0.6)" — 5(0.5)"u(n)
The first four values of the convolution of x(n) and A(n) are
y0)=1, y(1)=1.1, y2)=0091, y3)=0.671} O

4.3.1 Properties of Convolution—Summation

Convolution—summation is commutative, that is the order of the two sequences to be
convolved is immaterial.

x(n) x h(n) = h(n) * x(n)
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Convolution—summation is distributive. That is the convolution of a sequence with
the sum of two sequences is the same as the sum of the individual convolution of the
first sequence with the other two sequences.

x(n) * (h1(n) + ha(n)) = x(n) * hy(n) + x(n) * hao(n)

Convolution—summation is associative. That is the convolution of a sequence with
the convolution of two sequences is the same as the convolution of the convolution of
the first two sequences with the third sequence.

x(n) * (hi(n) * ha(n)) = (x(n) * hi(n)) * ho(n)
The shift property of convolution is that
if x(n) x h(n) = y(n) then x(n—0Dxh(n —m)=yn—101—m)

The convolution of two shifted sequences is the convolution of the two original
sequences shifted by the sum of the shifts of the individual sequences.

Convolution of a sequence x(n) with the unit-impulse leaves the sequence un-
changed, except for the translation of the origin of the sequence to the location of the
impulse.

x(n)xé(n — k) = Z dm —k)x(n —m) = x(n — k)

m=—0o0

Example 4.8. Find the linear convolution of the sequences {x(n),n =0, 1,2} =
{3,2,4} and h(n) = é(n + 3).
Solution

x(n)y*xdén+3)={x(n+3),n=-3,-2,—1} ={3,2,4} O

Convolution of x(n) with the unit-step is the running sum of x(n).

n

x(n) xu(n) = Z x(l)

=—00

4.3.2 The Difference Equation and Convolution—Summation

The difference equation and the convolution—summation are two different mathemat-
ical models of a LTI system producing the same output for the same input. Therefore,
these two models are related. Consider the first-order difference equation, with input
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x(n) and output y(n).

y(n) = bix(n) + (—ap)y(n — 1)

As the initial conditions are assumed to be zero for the convolution—summation
model, y(—1) = 0. In order to derive the convolution—summation model, we have to
express the past output term in terms of input samples.

¥(0) = D1x(0)

y(1) = b1x(1) + (=ao)y(0) = b1x(1) + (—ap)b1x(0)
¥(2) = b1x(2) + (—ao)y(1) = b1x(2) + (—ag)b1x(1) + (—ag)*b1x(0)

y(n) = bix(n) + (—aop)b1x(n — 1) + - - - + (—ao)"b1x(0)
Then, the impulse response, with x(n) = 8(n), is given as
h(0) = by, h(1) = (—ag)by, h(2) = (—ag)’by, ..., h(n) = (—ap)"b

The output y(n), using k(n), can be expressed as

y(n) = h(0)x(n) + h(D)x(n — 1) + - - - + h(n)x(0) = Z h(m)x(n — m),

m=0

which is the convolution-summation. For any n, h(0) determines the effect of the
current input x(n) on the output y(n). In general, h(m) determines the effect of the input
x(n — m), applied m iterations before, on the output y(n). A system, whose impulse
response is of finite duration, is called a finite impulse response system. A system,
whose impulse response is of infinite duration, is called an infinite impulse response
system. In the difference equation model of a system, a system is characterized by
the coefficients, as and bs, of its difference equation. In the convolution—summation
model of a system, the system is characterized by its impulse response A(n).

4.3.3 Response to Complex Exponential Input

A complex exponential with frequency jwy is given as x(n) = e/*", —oc0 < n < oo.
Assuming a causal and stable system with impulse response /(n), the output of the
system is given by the convolution—summation as

oo oo
y(n) = Z h(m)e/®n=—m = gioon Z h(m)e /@M

m=0 m=0
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As the second summation is independent of n and letting

H(e™) =" h(m)e /™"
m=0

we get,
y(n) = H(e/™)e"" = H(e")x(n)

H(e/™) is called the frequency response since it is a constant complex scale factor,
indicating the amount of change in the amplitude and phase of an input complex
exponential e/*" with frequency jwo at the output. Since the impulse response is
real-valued for practical systems, the scale factor for an exponential with frequency
— jwg is H*(e/*0), where the superscript * indicates complex conjugation. The point is
that the input—output relationship of a LTI system becomes a multiplication operation
rather than the more complex convolution operation. As the complex exponential
is the only signal that has this property, it is used predominantly as the basis for
signal decomposition. Even if the exponent of the complex exponential input signal
has a real part, x(n) = e®t/®)"  the response of the system is still related to the
input by the multiplication operation. A real sinusoidal input A cos(wgn + 0) is also
changed at the output by the same amount of amplitude and phase of the complex scale
factor H(e/™). That is, A cos(won + ) is changed to (| H(e/™)|A) cos[won + (8 +
Z(H(e™))).

There was no transient component in the output expression y(n), since the exponen-
tial signal was applied at n = —oo. For finite values of n, any transient component in
the output of a stable system must have died out. However, if we apply the exponential
at any finite instant, say n = 0, there will be a transient component in the response, in
addition to the steady-state component H(e/*)e/®"yu(n).

Example 4.9. Let the input signal to a stable system with impulse response h(n) =
bi(—ap)"u(n) be x(n) = e/*"u(n). Find the response of the system. Assume that

y(=1)=0.

Solution
Using the convolution—summation, we get

n

Y(n) =Y h(m)e" "™ = byef N (—ag)" eI

b ) .
_ (l) (e]won _ (_ao)(nJrl)e*]wU) ,n=0,1,...

1 — (—ag)e/*
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The first term, the steady-state component

<b1> eleon
= (—agye i ) <

is the same as the input complex exponential with a complex scale factor. The second
term

(’”) (=(=ap)" Ve~ ™),

1 — (—agp)e—J®o

is the transient component that will die for sufficiently large values of n. O

4.4 System Stability

One of the criteria for the stability of a system is that the system output is bounded if the
input is bounded. A sequence x(n) is bounded if |x(n)| < M for all values of n, where
M is afinite positive number. For example, the sequence x(n) = (0.8)"u(n) is bounded
and x(n) = (1.2)"u(n) is unbounded. As convolution—summation is a sum of products,
the sum is bounded if the input signal is bounded and the sum of the magnitude of the
terms of the impulse response is finite. Let the sample values of the input signal x(n)
are bounded by the positive constant M. From the convolution—summation relation
for a causal system with impulse response /(n), we get

Iyl =1 h(m)x(n — m)|

m=0

<Y |h(m)x(n —m)| = > |h(m)|[x(n — m))|
m=0

m=0

Iy <> 1h(m)IM = M > |h(m))|
m=0

m=0 =i

Therefore, if > |h(m)| is bounded then |y(n)| is bounded. Consequently, a nec-
essary and sufficient stability condition is that the impulse response is absolutely
summable,

> |h(m)| < oo

m=0

As we used the convolution—summation to derive the stability condition, the sta-
bility condition ensures a bounded zero-state response. The stability of the zero-input
response should be checked separately, and it is presented in Chapter 10.
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Example 4.10. Is the system governed by the difference equation, with input x(n)
and output y(n), stable?

(1) y(n) = 9x(n) + 2y(n — 1)
(i1) y(n) = 9x(n) + 0.8y(n — 1)

Solution

(i) The impulse response of the system is 4#(n) = 9(2)"u(n). As h(n) is not absolutely
summable, the system is unstable.

(i1) The impulse response of the system is 4(n) = 9(0.8)"u(n). As h(n) is absolutely
summable, the system is stable. O

4.5 Realization of Discrete Systems

A discrete system can be realized in software or hardware or as a combination of both.
In any case, the three basic components required in the realization of discrete systems
are: (i) multiplier units; (ii) adder units; and (iii) delay units. A multiplier unit, shown in
Figure 4.5(a), produces an output sequence ¢ x(n), in which each element is the product
of the corresponding element in the input sequence x(n) and the coefficient c. An adder
unit, shown in Figure 4.5(b), produces an output sequence x(n) + y(n), in which each
element is the sum of the corresponding elements in the input sequences x(n) and y(n).
By complementing the subtrahend and then adding it with the minuend, subtraction
can be realized by an adder unit. A delay unit, shown in Figure 4.5(c), produces an
output sequence x(n — 1), which is a delayed version of the input sequence x(n) by
one sampling interval.

By interconnecting the basic components, a discrete system is realized. Consider
the realization, shown in Figure 4.6, of the system governed by the difference equation,
with input x(n) and output y(n), y(n) = 2x(n) + 0.8y(n — 1). We get the delayed out-
put term y(n — 1) by passing y(n) through a delay unit. The product term 0.8 y(n — 1)
is obtained by passing y(n — 1) through a multiplier unit with coefficient 0.8. The
product term 2x(n) is obtained by passing x(n) through a multiplier unit with coef-
ficient 2. The adder unit combines the two partial results 2x(n) and 0.8y(n — 1) to
produce the output signal y(n).

yin)

x(n) - vin) x(n) x(n—1]
—{' }—

x(n) % cxin)

(@) (b) (c)

Figure4.5 Basic components required in the realization of discrete systems. (a) multiplier unit; (b) adder
unit; (c) delay unit
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x(n) 2x(n)

Figure 4.6 The realization of a discrete system

4.5.1 Decomposition of Higher-order Systems

To meet a given specification, a higher-order system is often required. Due to sev-
eral advantages, a system is usually decomposed into first- and second-order systems
connected in cascade or parallel. Figure 4.7(a) shows two systems with impulse re-
sponses h1(n) and hy(n) connected in parallel. The same input is applied to each
system and the total response is the sum of the individual responses. The combined
response of the two systems for the input x(n) is y(n) = x(n) x hi(n) + x(n) * hy(n).
This expression, due to the distributive property of convolution, can be written as
y(n) = x(n) * (hy(n) + hy(n)). That is, the parallel connection of the two systems is
equivalent to a single system with impulse response h(n) = hi(n) + hy(n), as shown
in Figure 4.7(b).

Figure 4.8(a) shows two systems with impulse responses /(n) and ,(n) connected
in cascade. The output of one system is the input to the other. The response of the first
system for the input x(n) is y;(n) = x(n) % h1(n). The response of the second system
for the input y;(n) = x(n) * hi(n) is y(n) = (x(n) * h1(n)) * hy(n). This expression,
due to the associative property of convolution, can be written as y(n) = x(n) * (h(n) *
hy(n)). That is, the cascade connection of the two systems is equivalent to a single
system with impulse response k(n) = hi(n) * hy(n), as shown in Figure 4.8(b). Due
to the commutative property of convolution, the order of the systems in the cascade
connection is immaterial, with respect to the input—output relationship.

xlnd ® i

xlny o dydu) vl # fedae
= x(n} ¥ (hym + Faisnt}
- ol = fal)
{a)
xim alny s () + fiatu))
iy 4 B0
{b)

Figure 4.7 (a) Two systems connected in parallel; (b) a single system equivalent to the system in (a)
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xin} x(n) & fy e folndx Byl st
’ - NG ®= k0 k (R () % Rali)}

(a)
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) = fiain)
(b}

Figure 4.8 (a) Two systems connected in cascade; (b) a single system equivalent to the system in (a)

K] -_l:/::\ efny g}(”}] vy

_\( IR
ron frim) l:

Figure 4.9 Two systems connected in a feedback configuration

4.5.2 Feedback Systems

Another configuration of systems, often used in control systems, is the feedback config-
uration shown in Figure 4.9. In feedback systems, a fraction of the output signal is fed
back and subtracted from the input signal to form the effective input signal. A feedback
signal r(n) is produced by a system with impulse response /(7) from the delayed sam-
ples of the output signal, y(n — 1), y(n — 2), etc. Thatis, r(n) = >_o_, h(m)y(n — m).
This implies that £(0) = 0. The error signal e(n) is the difference between the input
signal x(n) and the feedback signal r(n), e(n) = x(n) — r(n). This error signal is the
input to a system with impulse response g(n), which produces the output signal y(n).

That is, y(n) = >, g(m)e(n — m).

4.6 Summary

e In this chapter, the time-domain analysis of LTI discrete systems has been presented.

e As discrete systems offer several advantages, they are mostly used instead of
continuous systems. These systems can be designed to approximate continu-
ous systems with a desired accuracy by selecting a sufficiently short sampling
interval.

e The zero-input component of the response of a LTI system is its response due to the
initial conditions alone with the input assumed to be zero. The zero-state component
of the response of a LTI system is its response due to the input alone with the initial
conditions assumed to be zero. The sum of the zero-input and zero-state responses
is the complete response of the system.

e Two of the commonly used system models for time-domain analysis are the differ-
ence equation and convolution—summation models.
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e The convolution—summation model gives the zero-state response of a LTI sys-
tem. Both the zero-input and zero-state responses can be found using the
difference equation model, either by solving the difference equation or by
iteration.

e The impulse response of a system is its response to the unit-impulse input signal
with zero initial conditions.

e The convolution—summation model is based on decomposing the input signal into
a set of shifted and scaled impulses. The total response is found by summing the
responses to all the constituent impulses of the input signal.

e The complete response of a system can also be considered as the sum of the tran-
sient component and the steady-state component. For a stable system, the transient
component always decays with time. The steady-state component is the response
after the transient response has decayed.

e A system is stable if its response is bounded for all bounded input signals. As the
convolution—summation is a sum of products of the input and the impulse response,
with the input bounded, the impulse response of a stable system must be absolutely
summable for the convolution sum to be bounded.

¢ By interconnecting adder, multiplier, and delay units, any discrete system can be
realized. A higher-order system is usually decomposed into a set of first- and second-
order systems connected in cascade or parallel. A feedback system is obtained by
feeding back some part of the output to the input.
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Exercises

4.1 Derive the closed-form expression for the impulse response h(n), by iteration,
of the system governed by the difference equation, with input x(n) and output
y(n). List the values of the impulse response h(n) atn =0, 1, 2, 3,4, 5.
4.1.1 y(n) = x(n) +2x(n — 1) — 3y(n — 1).
4.1.2 y(n) = 2x(n) — 3x(n — 1) + 1y(n — 1).

*4.1.3 y(n) = 3x(n) — 1y(n — 1).

414 y(n) =x(n) —2x(n — 1) +2y(n — 1).
4.1.5 y(n) =3x(n) —4x(n — 1) + y(n — 1).

4.2 Find the closed-form expression for the impulse response /(n) of the system by
solving its difference equation, with input x(n) and output y(n). List the values
of the impulse response h(n) atn =0, 1,2,3,4,5.
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4.3

4.4

4.5

4.6

4.7

42.1 y(n) =3x(n) —x(n — 1) +2y(n — 1).

422 2y(n) =x(n)+x(n — 1) — y(n — 1).

423 y(n) =2x(n) + y(n — ).

*42.4 y(n) =4x(n) +3x(n — 1) — y(n — 1).

425 yn)=x(n)+x(n — 1) — y(n — 1).

Is the system governed by the given difference equation, with input x(n)
and output y(n), linear? Let {x;(n),n =0,1,2,3} ={1,2, 3,2}, {x2(n),n =
0,1,2,3} =1{2,3,0,4} and x(n) = 2x1(n) — 3x,(n). Assuming that the initial
condition y(—1) is zero, compute the first four output values and verify the
conclusion.

4.3.1 y(n) =3x(n) —2y(n — 1) + 1.

432 y(n) = (x(n))*> + y(n — 1.
*4.3.3 y(n) = x(n) — (m)y(n — 1) + 2 cos(3).

434 y(n) = x(n) + x(n)y(n — 1).

4.3.5 y(n) = |x(n)|.

4.3.6 y(n) = (n)x(n) + y(n — 1) — 3 cos(nm).

Is the system governed by the given difference equation, with input
x(n) and output y(n), time-invariant? Let {x(n),n =0, 1,2,3,4,5,6,7,8} =
{2,1,3,3,4,2,5, 1, 3}. Assuming that the initial condition is zero, compute the
first four output values and verify the conclusion to the input {x(n — 2),n =
2,3,4,5,6,7,8,9,10} ={2,1,3,3,4,2,5, 1, 3}.

4.4.1 y(n) = x2n) +2y(n — 1).

442 y(n) =2x(n) — sin(%n)y(n —1).
*4.4.3 y(n) = (x(n))> — 2 cos(6mn)y(n — 1).

444 y(n) =x(n)+ (n)y(n — 1).

4.4.5 y(n) = x(8 —n).

Find the linear convolution of the sequences x(n) and h(n).

451 {x(n),n=0,1,2} ={4,2, 1} and {h(n),n =0, 1} = {—2, =3} .

452 {x(n),n =-2,—-1,0} = {2, —1,4} and {h(n),n =3,4,5,6} =

{2,1,4,3}.
*453 {x(n),n =-3,-2,—-1,0} =1{2,2,1,4} and {h(n),n=2,3,4,5} =
{3,2,3,4}.

Find the closed-form expression for the convolution of the sequences x(n) and
h(n). List the values of the convolution outputatn =0, 1, 2, 3, 4, 5.

4.6.1 x(n) =u(n — 1) and h(n) = u(n — 3).

4.6.2 x(n) = (0.5)"u(n — 2) and h(n) = (0.7)"'u(n — 1).

4.6.3 x(n) = (0.5)" 'u(n — 1) and h(n) = (0.7)"u(n — 2).

4.6.4 x(n) = (0.6)"u(n) and h(n) = x(n).
*4.6.5 x(n) = (0.6)"u(n — 2) and h(n) = u(n — 1).

Find the linear convolution of the sequences x(n) and i (n).

471 {x(n),n=1,2,3,4} ={3,2,4, 1} and h(n) = §(n) .

472 {x(n),n = —4, -3, -2} = {1, 3,2} and h(n) = é(n — 2) .
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4.8

4.9

*4.10

4.11

4.12

*4.13

473 {x(n),n =3,4,5} ={5,2,3}and h(n) = 6(n + 3) .

47.4 x(n) = ¢/ u(n) and h(n) = 8(n + 4) .

47.5 x(n) = ¢/%" and h(n) = 8(n — 6) .

4.7.6 x(n) = cos(%n) and h(n) = 8(n) .

Verify the distributive and associative properties of convolution-summation
x(n) * (h1(n) + ha(n)) = x(n) * hi(n) + x(n) * ha(n)

and

x(n) * (hi(n) * ha(n)) = (x(n) * h1(n)) * ho(n)

where {hi(n),n=0,1,2,3} ={1,2,3, 4}, {ho(n),n=0,1,2,3} =
{3,2,1,5},and {x(n),n =0, 1, 2,3} = {4, 4, 3, 2}.

Find the steady-state response of the system, with the impulse response

5 11
h(n) = —gé(n) + ?(—0.6)”14(11), n=0,1,2,...,

to the input x(n) = 3 sin(%”n — %)u(n). Deduce the response to the input e/ n,
Find the steady-state response of the system, with the impulse response

h(n) = —48(n) + 7(0.5)"u(n), n =0,1,2, ...,

to the input x(n) = 2 cos(%”n + 7)u(n). Deduce the response to the input eiEn,
Derive the closed-form expression for the complete response (by finding the
zero-state response using the convolution—summation and the zero-input re-
sponse) of the system governed by the difference equation

1
y(n) =2x(n) —x(n — 1) + gy(n -1
with the initial condition y(—1) = 2 and the input x(n) = u(n), the unit-step
function. List the values of the complete response y(n) atn =0, 1,2, 3,4, 5.
Deduce the expressions for the transient and steady-state responses of the sys-
tem.
Derive the closed-form expression for the complete response (by finding the
zero-state response using the convolution—summation and the zero-input re-
sponse) of the system governed by the difference equation

y(n) = x(n) = 2x(n — 1) — %y(n - D

with the initial condition y(—1) = —3 and the input x(n) = (—1)"u(n). List the
values of the complete response y(n) atn = 0, 1, 2, 3, 4, 5. Deduce the expre-
ssions for the transient and steady-state responses of the system.

Derive the closed-form expression for the complete response (by finding the
zero-state response using the convolution—summation and the zero-input re-
sponse) of the system governed by the difference equation

1
y(n) = 3x(n) —2x(n — 1) + Zy(n -1
with the initial condition y(—1) = 1 and the input x(n) = nu(n). List the values

of the complete response y(n) at n =0, 1, 2, 3, 4, 5. Deduce the expressions
for the transient and steady-state responses of the system.
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4.15

4.16

4.17

Derive the closed-form expression for the complete response (by finding the
zero-state response using the convolution—summation and the zero-input re-
sponse) of the system governed by the difference equation

y(n) = x(n) +3x(n — 1) — 2Y(n -1

with the initial condition y(—1) = —2 and the input x(n) = (%)”u(n). List the
values of the complete response y(n) atn = 0, 1, 2, 3, 4, 5. Deduce the expres-
sions for the transient and steady-state responses of the system.

Derive the closed-form expression for the complete response (by finding the
zero-state response using the convolution—summation and the zero-input re-
sponse) of the system governed by the difference equation

y(n) =2x(n) — 4x(n — 1) + %Y(n -1

with the initial condition y(—1) = —3 and the input x(n) = 2 sin(%”n + %)u(n).
List the values of the complete response y(n) atn = 0, 1, 2, 3, 4, 5. Deduce the
expressions for the transient and steady-state responses of the system.

The impulse response of a LTI system is given. Is the system stable?

4.16.1 h(0) =0, h(n) = "V n=1,2,....

4.16.2 h(0) =0, h(n) = % n=172,...

4.16.3 h(0) =0, h(n) = niz n=12,...

Derive the closed-form expression of the impulse response h(n) of the
combined system consisting of systems governed by the given difference
equations, with input x(n) and output y(n), if the systems are connected (i) in
parallel and (ii) in cascade. List the first four values of the impulse response
of the combined system.

4.17.1

1
yi(n) =3x1(n) + 2xi(n — 1) — §y1(n —1) and
1
y2(n) = 2x3(n) — 3xa(n — 1) — Zyz(n -1
*4.17.2
1
i) =xi(n) —xi(n — 1)+ g)’I(n — 1) and  y(n)
3
= x2(n) + 2x2(n — 1) — gyz(n -1
4.17.3

2
yi(n) = 2x1(n) + 2x1(n — 1) + gyl(n —1) and y,(n)

5
=3x(n) —x2(n — D+ 2ya(n — 1)



S

Time-domain Analysis
of Continuous Systems

While discrete systems, in general, are advantageous, we still need to study continuous
systems. Continuous systems offer higher speed of operation. Even if we decide to
use a discrete system, as the input and output signals are mostly continuous, we still
need continuous systems for the processing of signals before and after the interface
between the two types of system. The design of a discrete system can be made by
first designing a continuous system and then using a suitable transformation of that
design. As discrete systems usually approximate the continuous systems, comparing
the exact analysis results of the continuous systems with that of the actual performance
of the corresponding discrete system gives a measure of the approximation. For these
reasons, the study of continuous systems is as much required as that of the discrete
systems. In this chapter, we study two time-domain models of LTI continuous systems.
We consider only first-order systems in this chapter as frequency-domain methods,
described in later chapters, are easier for the analysis of higher-order systems. The
analysis procedure remains essentially the same as that of discrete systems except that
continuous systems are modeled using differential equation and convolution-integral
methods, as the signals are of continuous type.

In Section 5.1, the various classifications of LTI continuous systems are described.
In Sections 5.2 and 5.3, we develop the differential equation and convolution-integral
models of a system, respectively. Using these models, in Section 5.4, the various com-
ponents of the system response are derived. The important property of an exponential
input signal to remain in the same form at the output of a stable LTI system is demon-
strated. In Section 5.5, the stability of a system in terms of its impulse response is estab-
lished. In Section 5.6, the basic components used in the implementation of continuous
systems are presented and an implementation of a specific system is given. The decom-
position of a higher-order system into a set of lower-order systems is also presented.

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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5.1 Classification of Systems
5.1.1 Linear and Nonlinear Systems

A system is linear if its response to a linear combination of input signals is the same
linear combination of the individual responses to the inputs. Let the response of a
system to signal x;(¢) be y;(¢) and the response to x,(¢) be y,(¢). Then, the system
is linear if the response to a linear combination, ax(¢) 4+ bx,(2), is ay;(t) + by,(1),
where a and b are arbitrary constants. Nonlinear terms, such as x2(t) or x(t)y(t) (the
products involving x(¢), y(¢), and their derivatives), in the differential equation is an
indication that the system is not linear. Any nonzero constant term is also an indication
of anonlinear system. The linearity condition implies that the total response of a linear
system is the sum of zero-input and zero-state components. The zero-input component
of the response of a system is its response due to the initial conditions alone with the
input assumed to be zero. The zero-state component of the response of a system is its
response due to the input alone with the initial conditions assumed to be zero. The
linearity of a system with respect to zero-input and zero-state responses should be
checked individually. In most cases, zero-state linearity implies zero-input linearity.

Example 5.1. Given the differential equation of a system, with output y(¢) and input
x(1), determine whether the system is linear. Assume that the initial condition y(0) is
Zero.

(@) y(t) = x(1) + 120
)\ 2
(b) y(t) = x(2) + (%)

Solution

(a) Let y () be the output to x;() and y,(¢) be the output to x,(¢). The system dif-
ferential equation with x;(¢) is y; () = x(¢) + tdy,(¢)/d¢t. The system differential
equation with x,(¢) is y»(¢) = x(¢) + tdy,(¢)/dt. Then,

dyi (1) +bx2(t)+btdy2(t)

ayi(t) + by, (t) = ax(t) + at ” "

d
= ax)(t) + bxa(t) + t @@+ by>(1))

The system output to x(¢) = ax(t) + bxo(t)is y(t) = ay(t) + by, (¢) for alinear
system. Substituting in the differential equation, we get

d
ay (1) + by»(1) = axi(t) + bx, (1) + r @+ by>(1))

As both the differential equations are the same, the system is linear.
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(b) The system differential equation with x;() is y;(t) = x;(¢) + (dy;(¢)/dt)*. The
system differential equation with x,(¢) is y»(f) = x»(t) + (dy,(¢)/dt)?. Then,

dy(0)
dt

dyz(l)>2

>2 +bxz(t)+b< 4

ayi(6) + bya(t) = ax1 () + a (

The system output to x(¢) = ax(¢) + bx(t)is y(t) = ay(t) + by, (¢) for alinear
system. Substituting in the differential equation, we get

dy;(t dy,(H)\?
a0+ b = )+ b + (a2 4 p220)
dr dr
As the differential equations are different, the system is nonlinear. O

5.1.2 Time-invariant and Time-varying Systems

The output of a time-invariant system to the input x(¢ — ) must be y(¢ — t;) for all ¢,
assuming that the output to the input x(¢) is y(¢) and the initial conditions are identical.
Terms, such as x(2¢) or x(—t), with a nonzero and nonunit constant associated with the
argument ¢ in the differential equation indicates a time-variant system. Any coefficient
that is an explicit function of # in the differential equation also indicates a time-variant
system.

Example 5.2. Given the differential equation of a system, with output y(¢) and input
x(t), determine whether the system is time-invariant. Assume that the initial condition
is zero.

(@) y(r) = x(¢) + t(dy(r)/dr)

(b) y(t) = x(t) + (dy(r)/d1)*

Solution

(a) By replacing r by (¢ — a) in the differential equation, we get

dy(t — a)

vt —a)=x(t—a)+({—a) ”

The system output to x(¢ — a) is y(t — a) for a time-invariant system. Substitut-
ing in the differential equation, we get

dy(t — a)

it —a)=x(t—a)+t ”

As the differential equations are different, the system is time-varying.
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(b) By replacing ¢ by (¢t — a) in the differential equation, we get

dy(r — a)\?

y(t — a) = x(t — Cl) + (y(dt))

The system output to x(¢ — a) is y(t — a) for a time-invariant system. Substitut-
ing in the differential equation, we get

dy(r — a))2

t—a)=xt—a)+ | ——

- =xt—a)+ (S
As both the differential equations are the same, the system is time-invariant.

O

Linear time-invariant (LTI) systems satisfy the linearity and time-invariant proper-
ties and are easier to analyze and design. Most practical systems, although not strictly
linear and time-invariant, can be considered as LTI systems with acceptable error
limits.

5.1.3 Causal and Noncausal Systems

Practical systems respond only to present and past input values, but not to the future
input values. These systems are called causal or nonanticipatory systems. This implies
that the impulse response of a causal system A(¢) is zero for ¢ < 0. If the present output
y(t) depends on the input x(¢ + #;) with #y > 0, then the system is noncausal. Ideal
systems, such as ideal filters, are noncausal. However, they are of interest because
they set an upper bound for the system response. Practical systems approximate the
ideal response, while being causal (that is physically realizable).

Example 5.3. Given the differential equation of a system, with output y(¢) and input
x(t), determine whether the system is causal. Find the impulse response.

(a) y(t) = x(t + 1) + 2x(¢) — 3x(t — 1)
(b) y(£) = 2x(t) — x(t — 1) + 3x(t — 2).

Solution

(a) As the output y(¢) is a function of the future input sample x(¢ + 1), the system is
noncausal. The impulse response of the system is obtained, by substituting x(¢) =
8(¢) in the differential equation, as y(t) = h(¢) = §(t + 1) 4+ 26(¢) — 36(t — 1).

(b) The system is causal. The impulse response of the system is y(¢) = h(t) = 25(t) —
3t —1)+36(r —2). O
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5.1.4 Instantaneous and Dynamic Systems

With regard to system memory, systems are classified as instantaneous or dynamic.
A system is instantaneous (no memory) if its output at an instant is a function of the
input at that instant only. An example is an electrical circuit consisting of resistors
only, with input—output relationship such as v(t) = Ri(¢). Any system with storage
elements, such as inductors and capacitors, is called a dynamic system, since the
output at an instant of such systems is also a function of past values of the input.
If the output depends only on the input during 7 s of the immediate past, then it is
called finite memory system. Systems with capacitive or inductive elements are infinite
memory systems, since their output is a function of entire past history of the input.
Instantaneous systems are a special case of the dynamic systems with zero memory.

5.1.5 Lumped-parameter and Distributed-parameter Systems

If the propagation time of a signal through a system is negligible, then that system
is called a lumped-parameter system. For example, the current through a resistor in
such a system is a function of time only, but not on the dimensions of the resistor.
Such systems are modeled using ordinary differential equations. If the dimensions of a
component are large compared with the wavelength of the highest frequency of interest,
then the signal through that component is a function of time and the dimensions
of the component. A system with that type of components is called a distributed-
parameter system. Such systems, for example transmission lines, are modeled using
partial differential equations.

5.1.6 Inverse Systems

A system is invertible if its input can be determined from its output. This implies that
each input has a unique output. Systems with an input—output relationship such as
y(t) = x*(t) are not invertible. If the impulse response of a system, made up of two
systems connected in cascade, is i(t) = 6(¢), then the two systems are the inverses of
one another. For example, the inverse of the system with the input—output relationship

y(1) = 4x(t) is x(t) = 1 y(0).

5.2 Differential Equation Model

Differential equations are used in one type of time-domain modeling of continuous
systems. The input—output relationship of commonly used components of a system,
such as inductors and capacitors, is governed by differential equations. Therefore,
differential equations naturally arise in modeling systems. The interconnection of
several elements leads to a model represented by higher-order differential equations.
Consider the Nth-order differential equation of a causal LTI continuous system relating
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the output y(¢) to the input x(¢)

d¥y(1) dVy() dy(7)
drV +aN_1w+"‘+al dr +aoy(l)
dVx (1) dV"1x(r) dx(r)
=b 4—+---+b box(t
NN e Ry e P 0x(1)

where N is the order of the system and the coefficients as and bs are real constants
characterizing the system. If the input is zero, the differential equation reduces to

d"y(r) d¥ 1y dy(r)
ay TN Tt aTy

+apy(t) =0
Denoting d/dt = D, we get
(DY +ay_ DN+ +a;D+ag)y(t) =0

The solution to this equation gives the zero-input response of the system. This
equation is a linear combination of y(¢) and its N successive derivatives equated to
zero, for all values of ¢. Therefore, y(¢) and all its NV successive derivatives must be
of the same form. Only the exponential function has this property. Therefore, the
solution is of the form Ce*, where C and A are to be found. Substituting y(¢) = Ce*’,
dy(t)/dt = Cre™, etc., we get

AN +ay_ AN ad +ag)CeM =0

Assuming that the solution is nontrivial (C # 0),

AN +av AN+t aatag) =0 (5.1)
The characteristic polynomial on the left-hand side has N roots, A1, Ay, ..., Ay.
Therefore, we get N solutions, C1e*'!, Ce*!, ..., Cye*¥'. As the system is assumed

to be linear and the solution has to satisfy N independent initial conditions of the
system, the zero-input response of the system is given by

y(t) = CreM' + Cre™' + - + Cye™',

assuming all the roots are distinct. The constants can be found using the N independent
initial conditions of the system. The zero-input response represents a behavior that
is characteristic of the system. As the form of the zero-input response of any Nth-
order system is the same, it is the set of roots of the characteristic polynomial that
distinguishes a specific system. Therefore, Equation (5.1) is called the characteristic
equation of the system and the roots, A, Ao, ..., Ay, are called the characteristic
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roots of the system. The corresponding exponentials, e*'?, e*?' ... e*V!, are called

the characteristic modes of the system. The characteristic modes of a system are also
influential in the determination of the zero-state response.

5.3 Convolution-integral Model

We have shown, in Chapter 3, that an arbitrary signal x(#) can be decomposed into
scaled and shifted impulses as

x(t) = /oo x(1)8(t — t)dt

Let the response of a system to the impulse 8(¢) be i(¢). Then, the system response
of a LTI system to x(t)é(t — t)dt is x(t)h(t — 7)dr. The total response y(¢) of the
system to the signal x(¢) is the sum of responses of all the constituent continuum of
impulse components of x(¢),

y() = /Oo x(D)h(t — t)dt = x(t) x h(t)

This relation is the convolution-integral of the signals x(¢) and h(¢) denoted as
x(t) % h(t). As the impulse response A(t) of a causal system is zero for ¢ < 0, the
upper limit of the integral will be ¢ in this case, instead of co, as h(t — 1) =0, T > t.
If the signal x(¢) starts at the instant ¢ = #( then the lower limit is equal to 7. The
convolution output is the integral of products of two signals, each other’s argument
running in opposite directions.

To summarize, the output of a system is found by convolution with the repeated use
of four operations (fold, shift, multiply, and integrate).

1. One of the two signals to be convolved (say h(7)) is time-reversed, that is folded
about the vertical axis at the origin to get h(—1).
2. The time-reversed signal, h(—7), is shifted by #y (right-shift for positive ¢, and
left-shift for negative t;), yielding h(fy — t), to find the output at t = 1.
. The product of the two signals, x(7) and h(fy — 7), is found.
4. The integral of the product is the output value at t = .

W

Example 5.4. Find the convolution of the signals x(¢) = e~>'u(¢) and h(t) = e~ u(t).

Solution

t t
y(t) = / e 2T dr = 6_3’/ etdr = (e7 — e Nu(r) O
0 0
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e_Ztu(t),e_Zru(‘t) e_j'u(t),e_hu(‘c)

x(1),x(t)
h(t).h(t)

0 0
0 1 0 1

LT LT
() (b)

1 § 1 f

=

< -1 7| \e P um) S8+ )| \e Fur)

s 4 = '

" 7 c |

0 =0
1 1 1 1

T T

= ~ 0.1353

3 L

Sz T

= X 0.0498

8 e

® R 0
T T

0.1

()

Figure 5.1 (a) x(1) = e 2u(r), x(v) = e u(v): (b) h(t) = e u(t), h(v) = e u(z); () x(r) =
e > u(t) and the time-reversed signal A(—7) = e u(—1); (d) x(r) = e **u(t) and the time-reversed
and advanced signal A(—(t + 1)) = & Du(—(t + 1)); (e) x(r) = e *u(r) and the time-reversed
and delayed signal h(—(t — 1)) = & Vu(—(r — 1)); (f) the product of x(r) and h(—(r — 1)),
e 7u(t)e’ " Du(—(z — 1)); (g) the convolution output of x(¢) = e >u(t) and h(t) = e >u(t), y(t) =
(672[ _ e—SI)M(t)

Figures 5.1(a) and (b) show the two signals to be convolved. These signals and
the convolution output, shown in Figure 5.1(g), have the same independent variable
t. However, the convolution-integral, for each value of ¢, is evaluated with respect
to the dummy variable T (a dummy variable exists only during the operation).
Therefore, the two signals to be convolved are also shown with respect to 7 in
Figures 5.1(a) and (b). Figure 5.1(c) shows x(t) = e **u(r) and the time-reversed
signal 4(—1) = e3"u(—1). The convolution output at ¢ = 0 is zero, since the area en-
closed by the signal e 2% u(t)e>*u(—1) is zero (there is no overlap of nonzero portions of
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the signals). Figure 5.1(d) shows x(t) = e~ %" u(r) and the time-reversed and advanced

signal h(—(t + 1)) = 3™ Dy(—(t 4 1)). The convolution output at ¢ = —1 is zero,
since there is no overlap of nonzero portions of the signals. Figure 5.1(e) shows x(7) =
e >"u(t) and the time-reversed and delayed signal 2(—(t — 1)) = 3" Du(—(r — 1)).
The nonzero portions of the two signals overlap in the interval fromz = 0and 7 = 1.
The product of the signals, e~ > u(t)e** Yu(—(t — 1)), in this interval is shown in
Figure 5.1(f). The area enclosed by this signal is the convolution output at = 1. The
convolution output of x(¢) = e~ >u(t) and h(t) = e 'u(t) is y(t) = (e — e >")u(t),
and is shown in Figure 5.1(g).

5.3.1 Properties of the Convolution-integral
The convolution-integral is commutative, that is the order of the two signals to be
convolved is immaterial.

x(t) % h(t) = h(t) % x(t)

The convolution-integral is distributive. That is the convolution of a signal with the
sum of two signals is the same as the sum of the individual convolutions of the first
signal with the other two signals.

x(1) % (1 (1) + ha(1)) = x(1) % by (1) + x(2) * ha ()

The convolution-integral is associative. That is the convolution of a signal with the
convolution of two signals is the same as the convolution of the convolution of the
first two signals with the third signal.

x(1) % (h1 (1) % ho(1)) = (x(2) * h1 (1)) * ha(1)
The shift property of convolution is that
if x(t) x h(t) = y(1) then x(t—t)xh(t—t)=y{t—t —t)

The convolution of two shifted signals is the convolution of the two original signals
shifted by the sum of the shifts of the individual signals.

The duration of the convolution of two finite length signals of duration 7} and 75 is
T) + T, as the overlap of nonzero portions can occur only over that length.

Convolution of a signal x(¢) with the unit-impulse leaves the signal unchanged,
except for the translation of the origin of the signal to the location of the impulse.

x()x8(t —t) = /OO St —tx(t —ydr =x(t — 1)
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Convolution of x(#) with the unit-step is the running integral of x(z).

t
x(t)dt

x(t) * u(t) = /

5.4 System Response

As the amplitude profile of practical signals is usually arbitrary, the output of a sys-
tem to such signals is found by decomposing the input signals into mathematically
well-defined impulse or sinusoidal (in general, exponential) signals. While we are
interested in the response of a system to a specific input signal, we use the impulse
and the sinusoidal signals as intermediaries. In the convolution-integral model of a
system, the impulse signal is used as an intermediary. While these intermediary sig-
nals are mathematical idealizations, they can be approximated to a required accuracy
for practical purposes. Therefore, it is important to find the response of systems to
these signals. In addition, system characteristics, such as rise time, time constant, and
frequency selectivity, can be obtained from these responses.

5.4.1 Impulse Response

The impulse response, 4(t), of a system is its response to the unit-impulse input signal
with the initial conditions of the system zero.

Example 5.5. Find the closed-form expression for the impulse response of the system
governed by the differential equation, with output y(¢) and input x(¢),

d d
?j}(tt) + aoy(t) = by Z(tt)

+ box(t)

Solution

The input signal x(¢) = 8(¢) is effective only at the instant # = 0 and establishes nonzero
initial conditions in the system, by storing energy in system components such as
capacitor, at the instant immediately after + = 0. Therefore, for r > 0, this problem can
be considered as finding the zero-input response of the system with the initial condition
y(0™). The symbol y(01) indicates the value of y(r) at the instant immediately after
t = 0 and y(07) indicates the value of y(¢) at the instant immediately before t = 0.
Therefore, we have to find the initial condition y(0™) first and then the response to 8(z).
The response to the input b,(dé(¢)/dt) + bod(¢) is found using the linearity property
of the system. The value y(0") is obtained by integrating the differential equation

d
fl(t’) T aoy(t) = 8(1)
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fromt=0"tot=0".

ot ot ot
/ wdt + / apy(t)dt = 8(t)dt
_ dr 0- 0-

The right-hand side is equal to one. The first term on the left-hand side reduces to
y(0™) as y(0~) = 0. Remember that the impulse response is defined as the response
of a system to the unit-impulse input with the initial conditions zero. An impulse on
the right-hand side implies an impulse on the left-hand side. This impulse must occur
in the highest derivative, dy(#)/d¢, of y(¢) since an impulse in y(¢) requires the first
term to contain the derivative of the impulse and the input does not contain any such
function. Therefore, the second term reduces to zero, since the function y(¢) is known
to be finite (a step function as it the integral of the first term) in the infinitesimal
interval of integration. Therefore, the equation reduces to y(0*) = 1. In general, the
integrals of all the lower order derivative terms of an Nth-order differential equation
evaluate to zero at = 0" and the only nonzero initial condition is

d¥1y()
N—1

dr t=0+

For a first-order system, the zero-input response is of the form Ce~%’. With the initial

condition y(0™) = 1, we get the zero-input response as e~“’u(t). For the input bod(1),

the response is boe“"u(t). For the input b,(dé(¢)/dr), by differentiating bye="u(r),

we get the response as b8(t) — byage ™ u(t). Note that, for linear systems, if y(¢)

is the output to x(¢), then dy(#)/dt is the output to dx(¢)/dt. Therefore, the impulse
response of the system is

h(t) = boef‘“”u(t) + b18(t) — blaoef"o’u(t) = b18(t) + (bg — blao)e*““tu(t) O

5.4.2 Response to Unit-step Input

Example 5.6. Find the complete response of the system characterized by the differ-
ential equation

dy(®) B
T + 4y(t) = 3x(¢)

with x(¢) = u(t), the unit-step input signal. Assume that y(07) = 2.

Solution

Zero-input response. The characteristic equation of the system is A +4 = 0. The
zero-input response is of the form Ce™*. Using the given initial condition, we get
C = 2 and the zero-input response is 2.
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Zero-state response. The impulse response of the system is A(t) = 3e*u(t). Using
the convolution-integral, we get the zero-state response as

y(t) = /O t u(t — 1)3e *dr =3 /O " itdr = 2(1 —e ()

As the unit-step signal is the integral of the unit-impulse, the unit-step response is
the integral of the of the unit-impulse response. The unit-impulse response /4(¢) is the
derivative of the unit-step response y(f).

Complete response. The complete response of the system is the sum of the zero-input
and zero-state responses.

zZero-state

. zero-input
3 3 —4t —4t
y(t):Z—Ze + 2e t>0

steady-state  transient

3 3
—4t —4t —4t
_Z 2 I
46 + 2e = 1 +

y(t) = e

B w
EE Y]

Transient and steady-state responses. The transient response of the system is
(5/4)e=*. The steady-state response of the system, 3/4, is the response of the system
after the transient response has decayed. The transient response of a stable system
always decays with time. The form of the transient response depends solely on the
characteristics of the system while the form of the steady-state response depends
solely on the input signal. The various components of the response are shown in

Figure 5.2. O
2 0.75 2
Zero—input
§ g Zero—state § Complete
response
0 0 0.75
0 1 2 0 1 2 0 1 2
t t t
(b) (c)
1.25 0.75
> Transient =
. = =
Transient
due to input 0 0 Steady-state
0 1 2 0 1 2

(d) (e) ()

Figure 5.2 The response of the system for unit-step signal: (a) zero-input response; (b) zero-state
response; (¢) complete response; (d) transient response due to input; (e) transient response; (f) steady-
state response
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5.4.3 Characterization of Systems by their Responses to Impulse
and Unit-step Signals

We can get information about the system behavior from the impulse and unit-step
responses. If the significant portions of the impulse response is of longer duration,
as shown by solid line in Figure 5.3(a), then the response of the system is sluggish.
The corresponding unit-step response is shown by solid line in Figure 5.3(b). The
time taken for the unit-step response to rise from 10 to 90% of its final value is
called the rise time of the system. If the significant portions of the impulse response
is of shorter duration, as shown by dashed line in Figure 5.3(a), then the response
of the system is faster, as shown by dashed line in Figure 5.3(b). A system with a
shorter impulse response has less memory and it is readily influenced by the recent
values of the input signal. Therefore, its response is fast. The faster is the rate of
decay of the impulse response, the faster the response approaches its steady-state
value.

The unit-step response is the integral of the unit-impulse response, y(¢) = f(; h(t)dr.
As the final value tends to one in Figure 5.3(b) and as the unit-step signal, ultimately,
acts like a dc signal, the monotonically decreasing impulse response indicates a system
that passes low-frequency components of a signal well.

Figure 5.3(c) shows the impulse response 8(¢) — e "u(t). The corresponding unit-
step response is shown in Figure 5.3(d). Note that the final value of the unit-step
response approaches a very low value in Figure 5.3(d). This indicates a system that
does not pass low-frequency components of a signal well.

o — —
—

(1)

h(t)
o
y(1)

(c) (d)

Figure 5.3 (a) Typical monotonically decreasing impulse responses; (b) the corresponding unit-step
responses; (c) an impulse response that is a combination of an impulse and an exponential; (d) the
corresponding unit-step response
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5.4.4 Response to Complex Exponential Input

A complex exponential with frequency jwy is given as x(t) = e/, —oo0 < t < 0.
Assuming a causal and stable system with impulse response A(¢), the output is given
by the convolution-integral as

o . ) %) )
y(t) = / h(T)eij(t_T)dT — e/wot/ h(T)e_onrd‘L'
0 0

Note that the second integral is independent of ¢. Let

HGjoy) = [ h(De7d
(joo) /0 (D)e 7 dr
Then,

y(t) = H(jwp)e!™" = H(jwo)x(t)

H(jwy) is called the frequency response since it is a constant complex scale factor,
indicating the amount of change in the amplitude and phase of an input complex
exponential e/’ with frequency jwy at the output. The point is that the input—output
relationship of a LTI system becomes a multiplication operation rather than the more
complex convolution operation. As the complex exponential is the only signal that has
this property, it is used predominantly as the basis for signal decomposition. Even if
the exponent of the exponential input signal has a real part, x(f) = e@+®0) = %’ the
response of the system is still related to the input by the multiplication operation. A
real sinusoid input A cos(wot + 6) is also changed at the output by the same amount
of amplitude and phase of the complex scale factor H(jwg). That is, A cos(wot + 6)
is changed to (| H(jwo)|A) cos(wot + (0 + Z(H(jwp))).

There was no transient component in the output expression y(¢), since the exponen-
tial signal was applied at t = —oo. For finite values of ¢, any transient component in
the output of a stable system must have died out. However, if we apply the exponential
at any finite instant, say ¢t = 0, there will be transient component, in addition to the
steady-state component H(jwg)e/® u(t).

Example 5.7. Let the input signal to a stable system with impulse response A(t) =
e 'u(t) be x(t) = €' u(r). Find the response y(¢) of the system. Assume that y(0~) = 0.

Solution
Using the convolution-integral, we get

t t
y([) — / e—reso(t—r)dl, — esot/ e—r(1+s0)dr
0 0

_ 1 Sot —t t 1
- () e



Time-domain Analysis of Continuous Systems 93

The steady-state component, (1/(so + 1))(e*)u(t), is the same as the input complex
exponential with a complex scale factor. The second term, (—e ™" /(so + 1))u(?), is the
transient component that will die for sufficiently large values of ¢. O

5.5 System Stability

One of the criteria for the stability of a system is that the system output is bounded if
the input is bounded. A signal x(¢) is bounded if |x(¢)| < P for all values of ¢, where
P is a finite positive number. For example, the signal x(1) = e~ %8 u(¢) is bounded and
x(t) = e"3'u(r) is unbounded. As convolution-integral is an integral of products, its
value is bounded if the input signal is bounded and the value of the integral of the
magnitude of the impulse response is bounded. Let the input signal x(#) be bounded
by the positive constant P. From the convolution-integral relation for a causal system
with impulse response A(t), we get

y®) = | /0 h(O)x(t — D]
< /0 Ih(0)x(t — T)de| = /0 Ih(D)]x(r — D)lde
(@) < /0 |h(x)| PdT = P /0 Ih(0)lde

o0

Therefore, if / |h(7)|dT is bounded then |y(¢)| is bounded. Consequently, a nec-
0

essary and sufficient stability condition is that the impulse response is absolutely
integrable,

/Oo |h(7)|dT < 00
0

As we used the convolution-integral to derive the stability condition, the stabil-
ity condition ensures a bounded zero-state response. The stability of the zero-input
response should be checked separately and it is presented in Chapter 11.

Example 5.8. Find the condition so that the causal LTI system governed by the
differential equation, with output y(¢) and input x(¢),

d
il’(t’) T aoy(t) = box(t)

is stable.
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Solution
As the impulse response of this system, A(t) = boe~“"u(t), is an exponential signal,
the condition @y > 0 ensures that A(¢) is absolutely integrable. O

5.6 Realization of Continuous Systems

The three basic components required in the realization of continuous systems are:
(i) multiplier unit; (ii) adder unit; and (iii) integrator unit. A multiplier unit, shown in
Figure 5.4(a), produces an output signal c x(¢), which is the product of the input signal
x(t) with the coefficient c. An adder unit, shown in Figure 5.4(b), produces an output
signal x(¢) + y(t), which is the sum of the input signals x(¢) and y(¢). By changing the
sign of the subtrahend and then adding it with the minuend, the subtraction operation
can be realized by an adder unit. An integrator unit, shown in Figure 5.4(c), produces
an output fioo x(7) dt for an input x(¢). The output is the integral of the input.

The realization of a continuous system is an interconnection of the basic compo-
nents. Consider the realization, shown in Figure 5.5, of a first-order system governed
by the differential equation, with output y(#) and input x(¢),

dy(r)
—— 4+ 3y(t) = 2x(t
a T y(1) = 2x(1)

A multiplier unit with coefficient —3 and input y(¢) produces —3y(#). A multiplier
unit with coefficient 2 and input x(¢) produces 2x(#). The adder unit combines the two
partial results to produce the signal —3y(¢) + 2x(¢), which is equal to dy(¢)/dt. By
passing this signal through an integrator unit, we get y(z).

5.6.1 Decomposition of Higher-order Systems

To meet a given specification, an higher-order system is often required. Due to several
advantages, a system is usually decomposed into first- and second-order systems
connected in cascade or parallel. Consider two systems with impulse responses /(¢)
and h;(¢) connected in parallel, shown in Figure 5.6. The same input is applied to each
system and the total response is the sum of the individual responses. The combined

Yt
H .
OB i v = x(rhdr
. f =

(a) () fc)

£ % i)

.

Figure 5.4 Basic components required in the realization of continuous systems: (a) multiplier unit;
(b) adder unit; (c) integrator unit
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Figure 5.5 A continuous system realization

response of the two systems for the input x(¢) is y(¢) = x(¢) * h(t) + x(t) * hy(¢).
This expression, due to the distributive property of convolution, can be written as
y(t) = x(t) * (h1(t) + hy(¢)). That is, the parallel connection of the two systems is
equivalent to a single system with impulse response h(t) = h(t) + h,(¢), as shown in
Figure 5.6.

Consider two systems with impulse responses /1(f) and h,(¢) connected in cas-
cade, shown in Figure 5.7. The output of one system is the input to the other. The
response of the first system for the input x(¢) is y;(t) = x(¢) * h(¢). The response
of the second system for the input y,(¢) = x(¢) * h1(¢) is y(¢) = (x(t) * h(2)) * h(2).
This expression, due to the associative property of convolution, can be written as
y(t) = x(t) * (hi(¢) % ho(2)). That is, the cascade connection of the two systems is
equivalent to a single system with impulse response h(t) = h () * hy(¢), as shown
in Figure 5.7. Due to the commutative property of convolution, the order of the
systems in the cascade connection is immaterial, with respect to the input—output
relationship.

5.6.2 Feedback Systems

Another configuration of systems, often used in control systems, is the feedback con-
figuration shown in Figure 5.8. In feedback systems, a fraction of the output signal
is fed back and subtracted from the input signal to form the effective input signal. A

R ERINN]

OEF O SRR I
= x(rh = i)+ sl

xfr) = Jiadt)
(a)

X[t} xlry s (glt) 4 hale))
hin + dain : B
{b)

Figure 5.6 (a) Two systems connected in parallel; (b) a single system equivalent to the system in (a)



96 A Practical Approach to Signals and Systems

NOEY: N (xtf) = ) = fade)

= ity = () = fatie)e

{a)

Xt} alt) ()= fsleh)
UNSER NN

{b)

Figure 5.7 (a) Two systems connected in cascade; (b) a single system equivalent to the system in (a)

xn —_i:/;\ e ‘“W '\Im._
> g

Figure 5.8 Two systems connected in a feedback configuration

feedback signal r(¢) is produced by a causal system with impulse response A(¢) from
the the output signal, y(¢). That is, r(r) = fooo h(t)y(t — t)dt. The error signal e(?) is
difference between the input signal x(¢) and the feedback signal (¢), e(t) = x(t) — r(¢).
This error signal is the input to a causal system with impulse response g(¢), which
produces the output signal y(¢). That is, y(¢) = fooo g(De(t — t)dr.

5.7 Summary

e In this chapter, the time-domain analysis of LTI continuous systems has been pre-
sented.

e The zero-input component of the response of a LTI system is its response due to the
initial conditions alone with the input assumed to be zero. The zero-state component
of the response of a LTI system is its response due to the input alone with the initial
conditions assumed to be zero. The sum of the zero-input and zero-state responses
is the complete response of the system.

e Two of the commonly used system models for time-domain analysis are the differ-
ential equation and convolution-integral models.

e The convolution-integral model gives the zero-state response of a LTI system. Both
the zero-input and zero-state responses can be found by solving the differential
equation.

o The impulse response of a system is its response to the unit-impulse input signal
with the initial conditions zero.

o The convolution-integral model is based on decomposing the input signal into con-
tinuum of shifted and scaled impulses. The total response is found by the integral
of the responses to all the constituent impulses of the input signal.
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e The complete response of a system can also be considered as the sum of transient
and steady-state components. For a stable system, the transient component decays
with time. The steady-state component is the response after the transient response
has decayed.

e A system is stable if its response is bounded for all bounded input signals. As the
convolution-integral is an integral of the product of input and impulse responses,
with the input bounded, the impulse response of a stable system must be absolutely
integrable for the value of the convolution-integral to be bounded.

e By interconnecting adder, multiplier, and integrator units, any continuous sys-
tem can be realized. A higher-order system is usually decomposed into a set
of first- and second-order systems connected in cascade or parallel. A feed-
back system is obtained by feeding back some part of the output to the
input.

Further Reading

1. Lathi, B. P, Linear Systems and Signals, Oxford University Press, New York, 2004.

Exercises

5.1  Is the system governed by the given differential equation, with output y(#) and
input x(t), linear?
5.1.1 €0 4 2y(t) +2 = x(0).
512 (%) +y(0) = B0 4 (),
513 L9 4 () = 3dx<’> + 2x(1).
5.1.4 ‘W” + y(31) = x(1).
5.1.5 d)’“’ + y(t) + sin(r) = x(¢).
5.1.6 dV@ + (1) + cos() = x(¢).
5.1.7 dy(” +y(1) = x(H B2,
5.1.8 dW) + YO = x(1).
*5.1.9 ‘W) = |x(2)|.
5.2 Isthe system governed by the given differential equation, with output y(#) and
input x(t), time-invariant?
5.2.1 8O 4 y(21) = x(t).
522 dy(” + cos (Z1) y(t) = x().
5.2.3 dy(" + (1) = 1x(7).
*5.2.4 y(t) = x(t —5).
5.2.5 LU 4+ 1y(1) = x(@).
5926 dv(t) () = x(t)dx(tt).
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53

54

55

5.6

5.7

5.8

59

527 2O 4 20 = x(1).
5.2.8 dy(” + y(—1) = x(1).
Find the closed form expression for the convolution of the signals x(7) and A (t).
List the values of the convolution output att = 0, 1, 2, 3,4, 5.
5.3.1 x(t) = 3u(t + 1) and h(r) = 2u(t — 3).
5.3.2 x(t) = 2¢™'u(t — 1) and h(t) = 2e~>'u(t + 3).
5.3.3 x(t) = 4u(t — 1) and h(t) = 2e" 2 2u(t + 2).
*5.3.4 x(t) = (u(t) — u(t — 3)) and h(¢) = (u(t) — u(t — 3)).
Find the convolution of the signals x(¢) and A(t).
5.4.1 x(¢) = e/%u(t) and h(t) = 8(t + 4) .
542 x(t) = e/ and h(r) = 8( + 12) .
54.3 x(f) = cos (%”t) and h(t) = 8(r).
Verify the distributive property of convolution integral, x(¢) * (h(¢) + h2(?)) =
x(t) % hi(t) + x(t) * hy(2).
5.5.1 hi(t) = 2e™u(t), ho(t) = 3e > u(t), x(1) = u(r).
5.5.2 hi(t) = 3e 3 u(t), ha(t) = Se > u(t), x(t) = e~ 'u(r).
Verify the associative property of convolution integral, x(¢) x (h1(?) * hy(t)) =
(x(1) % h1 (1)) * ho(2).
5.6.1 hi(t) = e 2u(t), ha(t) = e 'u(t), x(t) = u(?).
5.6.2 hi(t) = e 2u(t), ha(t) = e u(t), x(t) = e 'u(?).
Find the closed-form expression for the impulse response /A (f) of the system
characterized by the differential equation, with output y(¢) and input x(z). De-
duce the closed-form expression for the unit-step response y(¢) of the system.
57.1 B0 4 2y(1) = B0 4 x(p).
*57.2 ‘W — (1) = 2‘”(” + 3x(7).
5.7.3 dy(‘) +3y(1) = 2x(t)
5.7.4 dy(” +4y(1) = =220 4 x(1).
5.7.5 dy(” +2y(t) = 4x(t)
Derive the closed-form expression for the complete response (by finding the
zero-state response by convolution and the zero-input response) of the system
governed by the differential equation

DO v =320 42

with the initial condition y(0~) = 2 and the input x(z) = u(¢), the unit-step
function. Deduce the expressions for the transient and steady-state responses
of the system.

Derive the closed-form expression for the complete response (by finding the
zero-state response by convolution and the zero-input response) of the system
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5.10

*5.11

5.12

5.13

governed by the differential equation

dy(r) B dx(z)

with the initial condition y(0~) = 1 and the input x(¢) = tu(t), the unit-ramp
function. Deduce the expressions for the transient and steady-state responses
of the system.

Derive the closed-form expression for the complete response (by finding the
zero-state response by convolution and the zero-input response) of the system
governed by the differential equation

dy(?) . dx(1r)
4 +4y(t) = 27 — 3x(1)

with the initial condition y(0~) = 2 and the input x(r) = e~>'u(t). Deduce the
expressions for the transient and steady-state responses of the system.

Derive the closed-form expression for the complete response (by finding the
zero-state response by convolution and the zero-input response) of the system
governed by the differential equation

dy(r) _dx(@)
a4 +y(@) = TE + x(1)

with the initial condition y(0~™) =3 and the input x(#) = 2 cos(*)u(t). De-
duce the expressions for the transient and steady-state responses of the
system.

Derive the closed-form expression for the complete response (by finding the
zero-state response by convolution and the zero-input response) of the system
governed by the differential equation

dy(r) B dx(r)

with the initial condition y(0™) = —2 and the input x(¢) = sin(¢)u(t). De-
duce the expressions for the transient and steady-state responses of the

system.
Find the steady-state response of the system, with the impulse response

h(t) = 38(r) — 2e 2 u(r),

to the input x(t) = 3 cos(%”t + %)u(t). Deduce the response for the input e/ 1,
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*5.14 Find the steady-state response of the system, with the impulse response
h(t) = 28(t) — 4e"'u(t),

to the input x(¢) = 2sin %”t — %)u(t). Deduce the response for the input
el

5.15 The impulse response of a LTI system is given. Use the bounded input bounded
output test to find whether the system is stable?
5.15.1 h(t) = e > u(r) .
5.15.2 h(t) = u(z) .
5.15.3 h(t) = S0y (p).

5.15.4 h(t) = (@)2 u(?).

5.15.5 h(t) = —e*'u(?) .

5.16 Derive the closed-form expression of the impulse response 4 () of the combined
system consisting of systems with impulse responses /(¢) and h,(¢), if the
systems are connected in: (i) parallel; and (ii) cascade.

5.16.1 hy(t) = e >u(t) and hy(t) = e 'u(t).
5.16.2 hy(t) = 8(t) + e >'u(?) and hy(t) = 8(t) — e >'u(?).
5.163 hi(t) = 28(t) — e *u(t) and  ho(t) = e u(r).
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The Discrete Fourier Transform

In this chapter, the most often used tools for the transformation of signals from the time-
to the frequency-domain and back again, the DFT and the IDFT, are presented. The
frequency-domain representation of signals and systems is introduced in Section 6.1.
In Section 6.2, a brief review of Fourier analysis is presented. The DFT and the IDFT
are derived in Section 6.3. The properties of the DFT are presented in Section 6.4.
Some applications of the DFT are presented in Section 6.5.

6.1 The Time-domain and the Frequency-domain

The independent variable, in the time-domain representation of signals and systems,
is time. In this domain, we analyze arbitrary signals in terms of scaled and shifted
impulses. A system is characterized in terms of its impulse response (Chapters 4
and 5). We still look for simple signals that provide more efficient signal and system
analysis. This leads us to an alternate representation of signals and systems, called the
frequency-domain representation. In this representation (which can be considered as
the transformation of the independent variable), the variation of a signal with respect
to the frequency of its constituent sinusoids is used in its characterization. At each
frequency, the amplitude and phase or, equivalently, the amplitudes of the cosine
and sine components of the sinusoid, are used for representing a signal. Systems
are characterized in terms of their responses to sinusoids. Both the time-domain and
frequency-domain representations completely specify a signal or a system. In the
frequency-domain, the independent variable is frequency, thereby explicitly specifying
the frequency components of a signal. While there are other basic signals, the sinusoid
is mostly used for signal and LTI system analysis because it provides ease of signal
decomposition, simpler system analysis, and more insight into the signal and system
characteristics. Except for the fact that the independent variable is frequency, the
system analysis is very similar to that used in the time-domain. That is, we decompose
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an input signal in terms of sinusoids, find the response of the system to each sinusoid,
and, using the linearity and time-invariant properties of LTI systems, sum up all the
responses to find the complete response of the system. The big advantage of the
sinusoids is that the steady-state output of a stable LTI system for a sinusoidal input
is of the same form. Therefore, the output of a system can be found using the much
simpler multiplication operation compared with the convolution operation required
using the impulse signal.

A set of complex exponentials or sinusoids is used as the basis signals in the prin-
cipal transforms used in signal and LTI system analysis. While sinusoidal waveforms
are easy to visualize, the complex exponential, which is a functionally equivalent
mathematical representation of a sinusoid, is often used in signal and system analy-
sis, due to its compact form and ease of manipulation. In Fourier analysis, sinusoids
with constant amplitudes (or exponentials with pure imaginary exponents) are used as
basis signals. Sinusoids with exponentially varying amplitudes (or exponentials with
complex exponents) are used in Laplace and z-transforms. Each transform is more
suitable for the analysis of certain classes of signals and systems.

6.2 Fourier Analysis

The theory of Fourier analysis is that any periodic signal satisfying certain conditions,
which are met by most signals of practical interest, can be represented uniquely as the
sum of a constant value and an infinite number of harmonics. Harmonically related
sinusoids, called harmonics, are a set of sinusoids consisting a fundamental harmonic
with frequency f and other harmonics having frequencies those are integral multiples
of f. The sum of a set of harmonically related sinusoids is not a sinusoid, but is a
periodic waveform with period the same as that of the fundamental. Given a waveform,
finding the amplitude of its constituent sinusoids is called the Fourier analysis. To sum
up a set of sinusoids to synthesize an arbitrary waveform is called the Fourier synthesis.
Consider the discrete periodic waveform, x(n) =2 + 3 sin(%”n) + cos(2%”n), with
period 4 samples, shown in Figure 6.1(a). The independent variable n (actually nT;,
where T is the sampling interval) is time and the dependent variable is amplitude.
Figure 6.1(b) shows the frequency-domain representation of the waveform in (a). It
shows the complex amplitude, multiplied by 4, of its constituent complex exponentials.
To find the real sinusoids, shown in Figure 6.1(c), those constitute the signal, we add
up the complex exponentials.

x(n) = % (8e1F7 — joel T 4 4e%n 4 joel51)

2+ 3si (2”>+ (22”)
= S| —n COS —nNn
4 4
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Figure 6.1 (a) A periodic waveform, x(n) =2+ 3 sin(%”n) + cos(Z%T”n), with period 4 samples; (b)
its frequency-domain representation; (c) the frequency components of the waveform in (a); (d) the square
error in approximating the waveform in (a) using only the dc component with different amplitudes

As can be seen from this example, Fourier analysis represents a signal as a linear
combination of sinusoids or, equivalently, complex exponentials with pure imaginary
exponents.

The Fourier reconstruction of a waveform is with respect to the least-squares error
criterion. That is, the mean value for power signals or the total value for the energy
signals of the integral or sum of the squared magnitude of the error between the given
waveform and the corresponding Fourier reconstructed waveform is guaranteed to
be the minimum if part of the constituent sinusoids of a waveform is used in the
reconstruction and will be zero if all the constituent sinusoids are used. The reason
this criterion, based on signal energy or power, is used rather than a minimum uniform
deviation criterion is that: (1) it is acceptable for most applications; and (ii) it leads to
closed-form formulas for the analytical determination of Fourier coefficients.

Let x,(n) be an approximation to a given waveform x(n) of period N, using fewer
harmonics than required. The square error between x(n) and x,(n) is defined as

N—-1

error = Z 1x(n) — x,(n)|?

n=0

For a given number of harmonics, there is no better approximation for the signal than
that provided by the Fourier approximation when the least-squares error criterion is
applied. Assume that, we are constrained to use only the dc component to approximate
the waveform in Figure 6.1(a). Let the optimal value of the dc component be a. To
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minimize the square error,
B-a+@—al+3-—a’+(-2-a)’

must be minimum. Differentiating this expression with respect to @ and equating it to
zero, we get

23 —a)(—1) +2(4 —a)(—1) + 23 —a)(—1) +2(=2 —a)(—=1) = 0

Solving this equation, we get a = 2 as given by the Fourier analysis. The square
error, for various values of a, is shown in Figure 6.1(d).

6.2.1 Versions of Fourier Analysis

Fourier analysis has four different versions, each of them using a set of constant-
amplitude sinusoids, differing in some respect, as the basis signals. Continuous peri-
odic signals are analyzed using an infinite number of harmonically related continuous
sinusoids in FS, described in Chapter 7. Discrete aperiodic signals are analyzed using
a continuum of discrete sinusoids over a finite frequency range in the DTFT, presented
in Chapter 8. Continuous aperiodic signals are analyzed using a continuum of con-
tinuous sinusoids over an infinite frequency range in the FT, described in Chapter 9.
The topic of the present chapter is the DFT, which analyzes the periodic extension of
a finite duration discrete signal using a finite number of harmonically related discrete
sinusoids. The DFT, because of its finite and discrete nature, is the simplest of the four
different versions of Fourier analysis to visualize the analysis and synthesis of wave-
forms. Problems in understanding the concepts in other versions of Fourier analysis
may be resolved by considering an equivalent DFT version.

6.3 The Discrete Fourier Transform

6.3.1 The Approximation of Arbitrary Waveforms with a Finite Number
of Samples

We need a minimum of 2k 4 1 samples to represent a sinusoid uniquely, which com-
pletes k cycles in a period, as presented in Chapter 2. To approximate a periodic
waveform in terms of dc, we need a minimum of one sample in a period. If we use
the fundamental or first harmonic, which has the same period as that of the wave-
form to be analyzed, we need a minimum of three samples (2k +1 =2(1) + 1 = 3)
in a period, since the first harmonic completes one cycle. In the frequency-domain,
we need one value to represent the dc and two values (the amplitude and the phase
or the amplitudes of its cosine and sine components) to specify the first harmonic.
That is, three samples are required in the both the time- and frequency-domains. With
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N independent values in one domain, we can generate only N independent values in the
other domain. Therefore, we need 2k + 1 samples in both the time- and frequency-
domains to represent a waveform with the dc and the first kK harmonically related
sinusoids.

In general, an infinite number of sinusoids is required to represent a waveform
exactly. The concept of using a finite number of sinusoids is based on the fact that
the waveforms encountered in practice can be approximated by a finite number of
sinusoids with a finite but arbitrarily small tolerance, since, beyond some range,
the spectral values become negligible. That is, all practical signals can be consid-
ered as band-limited. If the magnitude of the frequency components of a signal is
identically zero outside some finite frequency range, then the signal is called band-
limited. In addition, the waveforms are generally aperiodic. In order to make it fi-
nite duration, we have to truncate some part of it. Then, a periodic extension of
the waveform is represented by discrete sinusoids. The truncation is acceptable be-
cause waveforms, in practice, have negligible values beyond a certain range. That is,
all practical signals can be considered as time-limited. If the amplitude of a signal
is identically zero outside some finite time interval, then the signal is called time-
limited. Therefore, we can represent any waveform, encountered in practice, by a
finite number of samples in both the time- and frequency-domains with adequate ac-
curacy. This representation, using a finite number of samples in both the domains,
is the feature of the DFT version of Fourier analysis. That is to make the essen-
tial information, characterizing a waveform, available in any one period, in both the
domains, with sufficient accuracy. The point is that, while the representation of a
waveform can be made adequate, the discrete and finite nature of the DFT makes it
inherently suitable for numerical analysis. And, finally, the fact that Fourier analy-
sis plays a central part in signal and system analysis, and fast algorithms are avail-
able for computing the DFT makes the DFT the heart of practical signal and system
analysis.

6.3.2 The DFT and the IDFT

In the DFT, a set of N samples represents a waveform in both the time- and frequency-
domains, whether the waveform is periodic or aperiodic and continuous or discrete. It
is understood that the number of samples is adequate to represent the waveform with
sufficient accuracy. The set of N samples is periodically extended and N harmonically
related complex exponentials are used to represent the waveform. That is, for a real-
valued signal with N samples, we are using real sinusoids with frequency indices
0,1,2,..., N/2 only. Frequency index zero represents the dc and N/2 represents a
cosine waveform, assuming N is even.

The frequency components of a waveform are separated using the orthogonality
property of the exponentials. For two complex exponentials /% and /%" over a



106 A Practical Approach to Signals and Systems

period of N samples, the orthogonality property is defined as

N—1 _
Z i Bk _ N for =k
= 0 for l#k

where [,k =0,1,..., N — 1. If | = k, the summation is equal to N as eI w =k —

¢’ = 1. Otherwise, by using the closed-form expression for the sum of a geometric
progression, we get

st | — pi2mi=h)
Z e W U=n _ ———ag =0, for [ #k
n=0 1—¢e/ ¥

That is, in order to find the coefficient, with a scale factor N, of a complex expo-
nential, we multiply the samples of a signal with the corresponding samples of the
complex conjugate of the complex exponential. Using each complex exponential in
turn, we get the frequency coefficients of all the components of a signal as

N—1
X(k) =Y xmWy, k=0,1,....N—1 (6.1)
n=0

where Wy = e/ ¥ . Thisis the DFT equation analyzing a waveform with harmonically
related discrete complex sinusoids. X (k) is the coefficient, scaled by N, of the complex
sinusoid /¥ " with a specific frequency index k (frequency (27 /N)k radians per
sample). The summation of the sample values of the N complex sinusoids multiplied
by their respective frequency coefficients X (k) is the IDFT operation. The N-point
IDFT of the frequency coefficients X (k) is defined as

=— Y XkW* n=0,1,...,N—1 6.2
x(n) Nk; W™, n 6.2)

The sum of the sample values is divided by N in Equation (6.2) as the coefficients
X (k) have been scaled by the factor N in the DFT computation.
The DFT equation can also be written using matrices. With N = 4, the DFT is given

by

X(0) w w) w? Wil [x(0)
X | wpowy Wi Wi x(D)
XQ) | | WY owz ow o wel | xQ2

X(3) wY wi owp Wi [x(3)
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If we use the definition of the DFT, we need N complex multiplications and (N — 1)
complex additions for computing each of the N coefficients. The computational com-
plexity of computing all the N coefficients is of the order of N?. Fast algorithms reduce
this computational complexity to the order of N log, N. Because of these algorithms,
the use of the DFT is more efficient in most applications compared with alternate
methods.

Let us compute the DFT of {x(0) = 3, x(1) =4, x(2) = 3, x(3) = —2}. The DFT
of this set of data is computed as

X(0) 11 1 1 3 8
X(1) 1 —j -1 || 4 —j6
x| 1 =1 1 -1 3|7 4
X(3) 1 =1 —j| |2 6

The DFT spectrum is {X(0) = 8, X(1) = —j6, X(2) = 4, X(3) = j6}, as shown in
Figure 6.1(b). Now, let us compute the sample values of the waveform from its DFT
coefficients using the IDFT.

x(0) 111 8 3
x| 1|1 =1 —j||—j6 4
x| "4l -1 1 -1 4l 7| 3
x(3) 1 —j -1 || je6 2

We get back the time-domain sample values, confirming that the DFT and IDFT
form a transform pair. What one operation does the other undoes.

6.3.3 DFT of Some Basic Signals

While the primary purpose of the DFT is to approximate the spectra of arbitrary signals
using numerical procedures, it is useful, for understanding, to derive the DFT of some
simple signals analytically. The DFT of the impulse signal x(n) = 2§(n) is simply
X (k) = 2. As the impulse signal is nonzero only at n = 0, the DFT equation reduces
to x(0) for any value of k. A signal and its DFT form a transform pair and is denoted as
x(n) <= X(k). For the specific example, the transform pair is denoted as 26(n) <—
2. The DFT, with N = 16, is shown in Figure 6.2(a). A plot of the complex coefficients
X(k) of the constituent complex sinusoids of a signal x(n) versus k is called the
complex spectrum of x(n). The spectral value of two for all the frequency components
imply that the impulse signal, with a value of two, is the sum of all the exponentials
lz—ﬁele%k”, k=0,1,...,15. In terms of real sinusoids, this impulse signal is the sum

of dc component =

[z, cosine waves %cos(%’kn), k=1,2,...,7, and % cos(mtn).
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Figure 6.2 (a) The spectrum of the impulse x(n) = 25(n) with N = 16; (b) the spectrum of the dc signal
x(n) = 3 with N = 16; (c) the complex sinusoid x(n) = e/ 2Tg"; (d) its spectrum; (e) the complex sinusoid

x(n) = /2T =) and (f) its spectrum; (g) the sinusoids x(n) = cos(zl—zn) and x(n) = sin(Z%n), and (h)
their spectra; (i) the sinusoid x(n) = cos(221—’6’n — %); (j) its spectrum

The DFT of the dc signal x(n) = 3, with N samples, is X(k) = 3N§(k). That is
3 <= 3Né(k). As the dc signal has a constant value, its DFT evaluation essentially
reduces to the summation of the sample values of the various complex exponentials.
This sum is zero for all the complex exponentials with nonzero frequency index k.
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The complex exponential with k = 0O is the dc signal. The DFT of the dc signal
x(n) = 3, with 16 samples, is shown in Figure 6.2(b).

The frequency range of the spectral components of a signal is called its bandwidth.
The essential bandwidth of a signal is the frequency range of its spectral components
containing most of its energy. The longer is the duration of a signal in the time-domain,
the shorter is the essential bandwidth in its frequency-domain representation and vice
versa. This is called reciprocal spreading and is well demonstrated in the case of the dc
and impulse signals. The impulse signal is nonzero only at » = 0 in the time-domain
and its spectrum is spread with significant values throughout the whole frequency
range. The reverse is the case for the dc signal.

The complex exponential signal, although of no physical significance, is the standard
unitin the frequency-domain representation and analysis of signals and systems, as it is
easier to manipulate and the sum of its conjugate with itself is capable of representing
a physical signal. Due to the orthogonality property, the complex exponential x(n) =
eI ¥ with frequency index p has the transform pair e’ = Né(k — p). The dc
case presented earlier is a specific case with p = 0. The complex exponential signal
x(n) = e/ %" with N = 16 andits spectrum with X(1) = 16 are shown in Figures 6.2(c)
and (d), respectively.

The complex exponential signal x(n)=ej(2%"_%) with N = 16 and its spectrum
are shown in Figures 6.2(e) and (f), respectively. This signal can be expressed as
x(n)=e"J5s e2%n, Therefore, the DFT coefficient is that of x(n) = ejz%”, whichis 16 at
k = 2, multiplied by the complex constant ¢ /& = ? —J %, as shown in Figure 6.2(f).

A real sinusoid, x(n) = cos(%’np + 6), is the sum of two complex sinusoids,

2 1/ oy o o
x(n) = cos (;np + 9) = 3 (ejeej%np + e_]ge_j%np)
Using the DFT of complex exponentials, we get
2 N . .
Ccos (;np + 6) — 5(6105(/( — D)+ e P8k — (N = p))

Note that, due to periodicity, e/ %" = ¢/ ¥"N=P) We get the transform pairs for
g

the cosine and sine waves, with = 0 and 6 = —3,as8

27 N
cos (an> = 5 6k = p)+ 8 = (N = p))
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(27 N ) .
sin (an> = 5k~ p)+ jotk— (N = p))

The cosine and sine waves x(n) = cos( n) and x(n) = sm(2 n) with N = 16, and
their spectra are shown in Figures 6. 2(g) and (h), respectlvely The sinusoid x(n) =
cos(Z%n — %) with N = 16 and its spectrum are shown in Figures 6.2(i) and (j),
respectively.

6.4 Properties of the Discrete Fourier Transform

In signal and system analysis, it is often required to carry out operations such as
shifting, convolution etc., in both the domains. We know the effect, in the other domain,
of carrying out an operation in one domain through properties. We repeatedly use the
properties in applications of the DFT and in deriving DFT algorithms. In addition,
new transform pairs can be derived from existing ones.

6.4.1 Linearity

If a sequence is a linear combination of a set of sequences, each of the same length N,
then the DFT of that combined sequence is the same linear combination of the DFT
of the individual sequences. That is,

x(n) <— X(k) y(n) < Y(k) ax(n) + by(n) <= aX(k) + bY(k),

where a and b are arbitrary constants.

6.4.2 Periodicity

As the complex exponential W2 is periodic in both the variables n and k with period
N (Wik = Wkt — w6 g sequence x(n) of N samples and its DFT X (k) are
periodic with period N. By substituting k 4+ aN for k in the DFT equation and n + aN
for n in the IDFT equation, we get X(k) = X(k + aN) and x(n) = x(n 4+ aN), where
a is any integer.

6.4.3 Circular Shift of a Sequence

As any periodic sequence is completely specified by its elements over a period, the
shifted version of a periodic sequence can be obtained by circularly shifting its ele-
ments over a period. As the time-domain sequence x(n) and its DFT X (k) are consid-
ered periodic, the shift of these sequences are called as circular shift. For example,
the delayed sequence (x — 1) is obtained by moving the last sample of x(n) to the
beginning of the sequence. Similarly, the advanced sequence (x + 2) is obtained by
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moving the first two samples of x(n) to the end of the sequence. Only (N — 1) unique
shifts are possible for a sequence with N samples.

The distance between two samples of a sinusoid completing k cycles in its period
of N samples is (27r/N)k radians. Therefore, a shift of the sinusoid by m sample
intervals to the right amounts to changing its phase by —(2x/ N)mk radians, with its
amplitude unchanged. The change in the phase is (27r/N)mk radians for a left shift.
Let x(n) <= X (k). Then,

x(n £ m) & VX (k) = WX (k)

The cosine waveform x(n) = cos(zl—gn) with N = 16 and its DFT are shown, respec-
tively, in Figures 6. 2(g) and (h). By shifting x(n) to the right by two sample intervals,
we get x(n) = cos( (n — 2)). The spectral value X(1) of the delayed waveform is ob-
tained by multlplylng X(l) = 8 in Figure 6.2(h) by e/ TOWM = o=/ = —(1 —jl).
The result is X(1) = [(1 — j1). Similarly, X(15) = [(1 + jl).

6.4.4 Circular Shift of a Spectrum

The spectrum, X(k), of a signal, x(n), can be shifted by multiplying the signal by
a complex exponential, e/ %" where k is an integer and N is the length of x(n).
The new spectrum is X (k F ko), since a spectral component X (ka)e-ik“%" of the signal,
multiplied by e/% %" becomes X (k,)e/*«+ )%™ and the corresponding spectral value
occurs at k = (k, + ko), after a delay of ky samples. The spectrum is circularly shifted
by ko sample intervals. For example, if ko = 1 or kp = N + 1, then the dc spectral
value of the original signal appears atk = 1. With ky = —1 or kg = N — 1, it appears
atk =N — 1. Let x(n) <= X(k). Then,

e¥j N k()nx(n) ikonx(n) — X(k + ko)

The complex exponential x(n) = e/ %" with N = 16 and its spectrum X(1) = 16
are shown, respectlvely, in Figures 6.2(c) and (d). By multlplymg x(n) with eV T2,
we get x(n) = eV Tdm, Then, the spectrum becomes X(3) =

6.4.5 Symmetry

Symmetry of a signal can be used to reduce its storage and computational requirements.
The DFT symmetry properties for various types of signals are shown in Table 6.1.
In this table, Re stands for ‘real part of” and Im stands for ‘imaginary part of’. The
symbol * indicates the complex conjugation operation. Note that the even symme-
try condition x(n) = x(—n) is the same as x(n) = x(N — n) for a periodic signal of
period N.
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Table 6.1. DFT symmetry properties

Signal x(n), n=0,1,...,N—1

DFT X(k)

Real, Im(x(n)) =0

Real and even

Im(x(n)) = 0 and x(n) = x(N — n)
Real and odd

Im(x(n)) = 0 and x(n) = —x(N — n)
Real and even half-wave

Im(x(n)) = 0 and x(n) = x(n + §)
Real and odd half-wave

Im(x(n)) = 0 and x(n) = —x(n £+ %)

Imaginary, Re(x(n)) = 0

Imaginary and even

Re(x(n)) = 0 and x(n) = x(N — n)
Imaginary and odd

Re(x(n)) = 0 and x(n) = —x(N — n)
Imaginary and even half-wave
Re(x(n)) = 0 and x(n) = x(n £+ g)
Imaginary and odd half-wave
Re(x(n)) = 0 and x(n) = —x(n £+ %)

Complex and even, x(n) = x(N — n)
Complex and odd, x(n) = —x(N — n)
Complex and even half-wave

x(n) = x(n+ %)

Complex and odd half-wave

x(n) = —x(n £ %)

Hermitian X (k) = X*(N — k)

Real and even

Im(X(k)) = 0 and X(k) = X(N — k)
Imaginary and odd

Re(X(k)) = 0 and X(k) = —X(N — k)
Hermitian and even-indexed only
X(k)=X*(N —k)and X2k +1)=0
Hermitian and odd-indexed only

X(k) = X*(N — k) and X(2k) =0

Antihermitian X(k) = —X*(N — k)
Imaginary and even

Re(X(k)) =0 and X(k) = X(N — k)
Real and odd

Im(X(k)) = 0 and X(k) = —X(N — k)
Antihermitian and even-indexed only
X(k)=—X*(N —k)and X2k +1) =0
Antihermitian and odd-indexed only
X(k) = —X*(N —k)and X(2k) =0

Even, X(k) = X(N — k)
0dd, X(k) = —X(N — k)
Even-indexed only

X2k+1)=0
Odd-indexed only
XQ2k)y=0

6.4.6 Circular Convolution of Time-domain Sequences

Let x(n) and h(n) be two periodic time-domain sequences of the same period N. Then,
the circular convolution of the sequences is defined as

N—1 N—-1
y(n) =Y x(m)h(n —m) =Y _ h(m)x(n —m), n=0,1,...,N —1
m=0 m=0

The principal difference of this type of convolution from that of the linear con-
volution (Chapter 4) is that the range of the summation is restricted to a single
period.

The convolution of () with acomplex exponential e/%0“" | ¢y = 271/ N is given as

N-1 N—1
Z h(m)ejko(z)o(n—m) — ejkowon Z h(m)e—jkowom — H(ko)ejkowon

m=0 m=0
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As an arbitrary x(n) is reconstructed by the IDFT as

1 N-1 L
x(n) = kZ:(:) X(k)Wy

the convolution of x(n) and h(n) is given by

N—1

1
ym) =5 > X(HKWR™,
k=0

where X(k) and H(k) are, respectively, the DFT of x(n) and h(n). The IDFT of
X(k)H (k) is the circular convolution of x(n) and h(n).

Example 6.1. Convolve x(n) = {2, 1, 3, 3} and h(n) = {1, 0, 2, 4}.

Solution
Xtk)y=1{9,—-1+j2,1,—1 — j2}and H(k) = {7, —1 + j4, —1, —1 — j4}

X(k)H(k) = {63, -7 — j6,—1, -7+ jb}
The product X(k)H (k) is obtained by multiplying the corresponding terms in

the two sequences. The IDFT of X(k)H (k) is the convolution sum, y(n) = {12, 19,
19, 13} O

6.4.7 Circular Convolution of Frequency-domain Sequences

Let X (k) and H(k) be two periodic frequency-domain sequences of the same period
N. Then, the circular convolution of the sequences, divided by N, is given as

N—1 N—-1
x(mh(n) == ~ > X(m)H(k —m) = L > Hm)X(k —m)
N m=0 N m=0

where x(n) and h(n), are the IDFT, respectively, of X (k) and H (k).

Example 6.2. Convolve X(k)={9, —1+ j2,1,—1— j2} and H(k) = {7, —1 +
j4, —1,—1 — ja}.

Solution
x(n) =1{2,1,3,3}and h(n) = {1, 0, 2, 4}

x(m)h(n) = {2,0,6, 12}
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The product x(n)h(n) is obtained by multiplying the corresponding terms in the two
sequences. The DFT of x(n)h(n) multiplied by four is the convolution sum of X (k)
and H(k), 4{20, —4 + j12, —4, —4 — j12} O

6.4.8 Parseval’s Theorem

This theorem expresses the power of a signal in terms of its DFT spectrum. Let
x(n) <= X(k) with sequence length N. The sum of the squared magnitude of the
samples of a complex exponential with amplitude one, over the period N, is N. Re-
member that these samples occur on the unit-circle. The DFT decomposes a signal in
terms of complex exponentials with coefficients X(k)/N. Therefore, the power of a
complex exponential is (| X(k)|?/N?)N = (| X(k)|?)/N. The power of the signal is the
sum of the powers of its constituent complex exponentials and is given as

N—1 1 N—1
D lxm)* = ~ > IX k)P
n=0 k=0

Example 6.3. Consider the DFT pair
{2,1,3,3} &= {9, -1+ 2,1, -1 — j2}

The sum of the squared magnitude of the data sequence is 23 and that of the DFT
coefficients divided by 4 is also 23. O

6.5 Applications of the Discrete Fourier Transform

The DFT is extensively used to approximate the forward and inverse transforms of
the other versions of the Fourier analysis as described in other chapters. In addition,
important operations such as convolution, interpolation, and decimation are carried
out efficiently using the DFT as presented in this section.

6.5.1 Computation of the Linear Convolution Using the DFT

Circular convolution assumes two periodic sequences of the same period and results
in a periodic sequence with that period. Using the DFT, circular convolution can be
efficiently carried out, as the DFT assumes a finite length sequence is periodically
extended. However, the linear convolution is of prime interest in LTI system analysis.
The linear convolution of two finite sequences of length N and M is a sequence of
length (N + M — 1).

The basis of using the DFT to evaluate the linear convolution operation, as well as
approximating other versions of Fourier analysis, is to make the period of the DFT so
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that all the essential information required is available in any one period with sufficient
accuracy. Therefore, both the sequences to be convolved must be zero-padded to
make them of length (N + M — 1), at the least. This prevents the wrap-around effect
of the circular convolution and makes one period output of the circular convolution
the same as that of the linear convolution.

The linear convolution of {2, 1} and {3, 4} is {6, 11, 4}. The DFT of the sequences
are, respectively, {3, 1} and {7, —1}. The term by term product of these DFT is
{21, —1}. The IDFT of this product yields the periodic convolution output {10, 11}. The
last value 4 of the linear convolution is added to the first value 6 to make the first value of
the circular convolution 10. The last value of the circular convolution is unaffected by
aliasing in the time-domain. The DFT of the 4-point zero-padded sequences {2, 1, 0, 0}
and {3, 4, 0, 0}, respectively, are {3,2 — j, 1,2 + j}and {7, 3 — j4, —1,3 + j4}. The
term-by-term product of these DFT is {21,2 — j11, —1,2 + j11}. The IDFT of this
product yields the linear convolution output with one zero appended {6, 11, 4, 0}. We
could have avoided the zero at the end by zero-padding the signals to make their length
three. As fast DFT algorithms with high regularity are available only for data lengths
those are an integral power of two, the input sequences are usually zero padded to make
the length of the sequences an integral power of two. Of course, this length must be
greater than or equal to the sum of the lengths of the two given sequences minus one.

6.5.2 Interpolation and Decimation

Changing the sampling rate of a signal is required for efficient signal processing. For
example, reconstructing a signal is easier with a higher sampling rate while a lower
sampling rate may be adequate for processing, requiring a shorter computation time.
Changing the sampling rate of a signal by reconstructing the corresponding analog
signal and resampling it at the new sampling rate introduces large errors. Therefore,
sampling rate is usually changed in the discrete form itself. An analog signal sampled
with an adequate sampling rate results in its proper discrete form. Sampling rate can be
increased (interpolation) or decreased (decimation) to suit the processing requirements
as long as the sampling theorem is not violated.

6.5.2.1 Interpolation

Increasing the sampling rate of a signal by a factor / is called interpolation or upsam-
pling. First, the signal is zero padded with (/ — 1) samples with value zero between
successive samples. In the frequency-domain, the operation of zero-padding corre-
sponds to duplicating the spectrum of the given waveform (I — 1) times, due to the
periodicity of the complex exponential W4%. This signal is passed through a lowpass
filter with a cutoff frequency 7r// radians and a passband gain /. The resulting spec-
trum corresponds to that of the interpolated version of the given waveform. Note that
all the frequency components of the given signal lies in the range from zero to /1
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Figure 6.3 (a) A real signal; (b) its spectrum; (c) the signal shown in (a) with zero padding in between
the samples; (d) its spectrum, which is the same as that shown in (b), but repeats; (e) the spectrum
shown in (d) after lowpass filtering; (f) the corresponding time-domain signal, which is an interpolated
version of that shown in (a)

radians of the duplicated spectrum. Frequency m corresponds to half the sampling
frequency and the frequency with index N/2 in the DFT spectrum.

The signal, x(n) = cos(%”n — %), is shown in Figure 6.3(a) and its spectrum is
shown in Figure 6.3(b). With the interpolation factor / = 2, we want twice the number
of samples in a cycle than that in Figure 6.3(a). This requires the insertion of one sample
with zero value in between the samples, as shown in Figure 6.3(c). The DFT of the
zero padded signal is shown in Figure 6.3(d). Except for the repetition, this spectrum
is the same as that in Figure 6.3(b). This spectrum has two frequency components with
frequency indices k = 1 and k = 7. We have to filter out the frequency component
with k = 7. Therefore, lowpass filtering of this signal with the filter cutoff frequency
/2 radians and gain two yields the the spectrum shown in Figure 6.3(e) and the
corresponding interpolated signal, x(n) = cos(%—gn — %), is shown in Figure 6.3(f).
The spectrum in Figure 6.3(b) is the DFT of the sinusoid with 8 samples in a cycle,
whereas that in Figure 6.3(e) is the DFT of the sinusoid with 16 samples in a cycle.

6.5.2.2 Decimation

Reducing the sampling rate of a signal by a factor D is called decimation or down-
sampling. As we reduce the sampling rate, we have to filter the high-frequency
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Figure 6.4 (a) A real signal; (b) its spectrum; (c) the spectrum shown in (b) after lowpass filtering; (d)
the corresponding time-domain signal; (e) the signal shown in (d) with decimation of alternate samples;
(f) its spectrum, which is the same as that shown in (c), but compressed

components of the signal first, by a filter with a cutoff frequency /D and a pass-
band gain 1, to eliminate aliasing. Then, we take every Dth sample. It is assumed
that the filtered out high-frequency components are of no interest. The signal, x(n) =
cos(zl—gn — %) + cos(5 %’n), is shown in Figure 6.4(a) and its spectrum is shown in Fig-
ure 6.4(b). With the decimation factor D = 2, we want half the number of samples in a
cycle than thatin Figure 6.4(a). The signal is passed through a lowpass filter with cutoff
frequency /2 and gain of 1. The spectrum of the filter output is shown in Figure 6.4(c)
and the filtered signal, x(n) = cos(%fn — %), is shown in Figure 6.4(d). Now, the dec-
imated signal, x(n) = cos(%”n — %), is obtained by taking every second sample. The
decimated signal is shown in Figure 6.4(e) and its spectrum is shown in Figure 6.4(f).

6.5.2.3 Interpolation and Decimation

A sampling rate converter, which is a cascade of an interpolator and a decimator, can
be used to convert the sampling rate by any rational factor, I/D. A single lowpass
filter, with a cutoff frequency that is the smaller of /7 and /D, and gain of I, is
adequate. The signal, x(n) = cos(%T”n — %), is shown in Figure 6.5(a) and its spectrum
is shown in Figure 6.5(b). With I = 3, D = 2, and I/ D = 3/2 we want one and a half
times the number of samples in a cycle than that in Figure 6.5(a). The insertion of
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Figure 6.5 (a) A real signal; (b) its spectrum; (c) the signal shown in (a) with zero padding in between
the samples; (d) its spectrum, which is the same as that shown in (b), but repeats twice; (e) the spectrum
shown in (d) after lowpass filtering; (f) the corresponding time-domain signal, which is an interpolated
version of that shown in (a); (g) the signal shown in (f) with decimation of alternate samples; (h) its
spectrum, which is the same as that shown in (e), but compressed

two samples with zero value is required, as shown in Figure 6.5(c). The spectrum
of this signal, which repeats twice, is shown in Figure 6.5(d). A lowpass filter, with
cutoff frequency 7/3 and gain of 3, eliminates the two high-frequency components.
The resulting spectrum is shown in Figure 6.5(e) and the interpolated signal, x(n) =
cos(zl—’zrn — %), is shown in Figure 6.5(f). Now, by taking alternate samples, we get
the decimated signal, x(n) = cos(%”n — %), shown in Figure 6.5(g). Its spectrum is
shown in Figure 6.5(h). Sampling rate conversion by a factor 3/2 resulted in six
samples in a cycle, as shown in Figure 6.5(g), compared with four samples in a cycle in
Figure 6.5(a).
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6.6 Summary

In this chapter, the DFT, its properties, and some of its applications have been
presented.

Frequency-domain analysis uses sinusoids or complex exponentials as basis signals
to represent signals and systems, in contrast to impulse in the time-domain analysis.
The basis functions used in Fourier analysis are constant amplitude sinusoids or
exponentials with pure imaginary arguments. Fourier analysis has different versions,
each version suitable for different type of signals. The sinusoidal basis functions
differ, in each case, in characteristics such as discrete or continuous and finite or
infinite in number.

In all versions of Fourier analysis, the signal is represented with respect to the
least-squares error criterion.

The DFT version of Fourier analysis uses a finite number of harmonically related
discrete sinusoids as basis functions. Therefore, both the input data and its spec-
trum are periodic and discrete. This fact makes it naturally suitable for numerical
computation.

The input to the DFT is a finite sequence of samples and it is assumed to be peri-
odically extended. The DFT coefficients are the coefficients of the basis complex
exponentials whose superposition sum yields the periodically extended discrete
signal. The IDFT carries out this sum.

The DFT is extensively used in the approximation of the other versions of Fourier
analysis, in addition to efficient evaluation of important operations such as convo-
lution, interpolation, and decimation.

The periodicity property of the DFT is the key factor in deriving fast algorithms for
its computation. These algorithms make the use of the DFT more efficient in most
applications compared with alternate methods.

Further Reading

1.

2.

Sundararajan, D., Discrete Fourier Transform, Theory, Algorithms, and Applications, World Scientific,
Singapore, 2001.
Sundararajan, D., Digital Signal Processing, Theory and Practice, World Scientific, Singapore, 2003.

Exercises

6.1 Given the DFT spectrum X(k), express the corresponding time-domain signal

x(n) in terms of its constituent real sinusoids.
6.1.1 {X(0) =3, X(l)_——J[,X(Z) -2,X3) = —f—]f}

6.1.2 {X(0)=—2,X(1) =3+ jl1,X2) =3, X(3) = ﬁ— i1l
*6.1.3 {X(0) = 1, X(1) = 2 — j24/3, X(2) = =3, X(3) = 2 + j2/3).

6.1.4 {X(©0)=3,X(1) =4, X(2) =1, X(3) = 4}.

6.1.5 {X(0) = =5, X(1) = j8, X(2) = 2, X(3) = —j8}.
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6.2

6.3

6.4

6.5

6.6

Find the four samples of x(n) over one period, and then use the DFT matrix
equation to compute the spectrum X (k).

6.2.1 x(n) =2 4+ 3sin (%T”n _ %

6.2.2 x(n) = —1 — 2 cos (%T”n + g) + 2 cos(mn).

6.2.3 x(n) = 3 + cos (%T”n _ g) — 3cos(n).

6.2.4 x(n) =1—2sin (%T” + %) + 4 cos(mn).

6.2.5 x(n) = =2 + 3 cos (%T"n + %) — 2 cos(ntn).

Find the IDFT of the given spectrum X (k) using the IDFT matrix equation.

6.3.1 {X(0) = —12, X(1) =2 — j2+/3, X(2) = 8, X(3) = 2 + j2/3).

6.3.2 {X(0) =4, X(1) = —4/3 + j4, X(2) = —4, X(3) = —4+/3 — j4}.

6.3.3 {X(0) =8, X(1) =3 — j3+/3, X(2) = 8, X(3) = 3 + j3/3).

*6.3.4 {X(0) = —16, X(1) = =32 — j3v/2,X(2) = 8, X(3) = —3v2 +

j3v2).

6.3.5 {X(0) =12, X(1) = =2 — j24/3, X(2) = —12, X(3) = —2 + j2/3}.

Find the sample values of the waveform over one period first, and then use the

matrix equation to find its DFT spectrum. Verify that the spectral values are the

same as the corresponding coefficients of the exponentials multiplied by four.

6.4.1 x(n) = (1 + j/3)el0Fn 4 (2 — j24/3)ed T 4+ (1 — j1e2Fn — (1 + j1)
e,

6.4.2 x(n) = 2+ JDERFN 4 (3 — el T 4 (4 — j1)e2Tn — (3 + j2)
ej37”n‘

6.4.3 x(n) = (1 - j2)e0F 4 (2 + j2)ed T 4+ (3 — j3)e2T 4 (1 — j)
e,

) — cos(mn).

6.4.4 x(n) = (1 + j2)e0F" + 2+ j3)e/ 5" + (44 jA)e?Tm + (3 — j2)
3%,
645 x(n) = (2~ j2)e0Fn 4 (1 — jA)el T 4+ 2+ jDe2F 4 (1 — j2)
e,
Find the IDFT of the given spectrum X (k) using the matrix IDFT equation.
6.5.1 {X(0)=1—j1,X(1)=3—-,2,X2)=4+j1,X3) =1+ j2}.
652 {(X(0)=3+,3,X()=1—,1,X2)=2+j3,X3)=1— j4}.
653 {X(0)=2—-,3,X(1)=1+j5X2)=2+j3,X3) =2+ j4}.
6.54 {(X(0)=1—j4, X(1) =4+ j2, X(2) =3+ j1, X(3) =2 + j2}.
655 {(X(0)=3—-j4,X(1)=2+j5X2)=1-j3,X3)=2— j4}.
Find the DFT X (k) of the given x(n). Using the periodicity property of the DFT
and the IDFT, find the required x(n) and X (k).
6.6.1 x(n) ={2+ j3,1—j2,2+ j1,3 + j4}. Find x(13), x(—22), X(10), and
X(—28).
*6.6.2 x(n) = {1 + j2,2 — j3,2+ j2, 1 — j4}. Find x(—14), x(43), X(12), and
X(=7).
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6.7 Find the DFT X (k) of x(n) = {2 — j2, 1+ j3,4 4+ j2, 1 — j2}. Using the time-
domain shift property and X(k), deduce the DFT of x(n + 1), x(n — 2), and
x(n + 3).
6.8 Find the IDFT x(n) of X(k) = {12+ j4,8 — j4,4 4+ j4,4 4 j8}. Using the
frequency-domain shift property, deduce the IDFT of X(k 4 1), X(k — 2), and
Xk + 3).
6.9 Find the circular convolution of two frequency-domain sequences X (k) and H (k)
using the DFT and the IDFT.
6.9.1 X(k)={8— j4,4+ j4,12 — j8,8 — j12} and H(k) = {12 — j4,8 —
j4, 4+ j8,2 + jl12}.
*6.9.2 X(k) =1{8,4,8,4} and H(k) = {12, 8, 4, 12}.
6.9.3 X(k) ={0, j4,0, —j4} and H(k) = {0, 4, 0, —4}.
6.10 Find the DFT of x(n) and verify the Parseval’s theorem.
6.10.1 x(n) = {2,4,3,1}.
6.10.2 x(n) = {-2,4,2,5}.
6.10.3 x(n) = {4, —1, 3, 1}.
6.11 Find the linear convolution of the sequences x(n) and y(n) using the DFT and
the IDFT.
6.11.1 {x(0) =2, x(1) =4, x(2) =3} and {y(0) =1, y(1) = —2}.
6.11.2 {x(0) =2, x(1) = —4, x(2) = 3} and {y(0) = 1, y(1) = 2}.
*6.11.3 {x(0) =1, x(1) =4, x(2) = —3} and {y(0) = —4, y(1) = 3}.
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Fourier Series

Continuous periodic signals are analyzed using an infinite set of harmonically related
sinusoids and a dc component in the FS frequency-domain representation. Increasing
the number of samples in a period, by decreasing the sampling interval, results in a
densely sampled time-domain waveform and a broader DFT periodic spectrum. As
the sampling interval tends to zero, the time-domain waveform becomes a continuous
function and the discrete spectrum becomes aperiodic. As the period of the waveform
remains the same, the fundamental frequency and the harmonic spacing of the spectrum
is fixed. Therefore, the discrete nature of the spectrum is unchanged. In Section 7.1,
we derive the exponential form of the FS, starting from the defining equations of the
DFT and the IDFT. Then, two equivalent trigonometric forms of the FS are deduced
from the expressions of the exponential form. The properties of the FS are described
in Section 7.2. The approximation of the FS coefficients by the DFT is presented in
Section 7.3. Typical applications of the FS are presented in Section 7.4.

7.1 Fourier Series

A continuous periodic signal, x(¢), with period T is expressed as a sum of an infinite
set of harmonically related sinusoids and a dc component in the FS. The frequency
of the fundamental or first harmonic is the frequency of the waveform under analysis.
That is, wg = 2/ T. The frequency of the second harmonic is 2wy, that of the third
harmonic is 3wy, and so on.

7.1.1 FS as the Limiting Case of the DFT

While the FS can be derived using the orthogonality property of sinusoids, it is instruc-
tive to consider it as the limiting case of the DFT with the sampling interval tending
to zero. Consider the continuous periodic signal x(¢), with period 7 = 5 s, and its five

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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4 N=5 2 )
=3 i Q
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Figure 7.1 (a) Samples, at intervals of 1 s, of a periodic continuous signal x(¢) with period 5 s; (b) its
scaled DFT spectrum; (c) samples of x(¢) at intervals of 0.125 s; (d) its scaled DFT spectrum

sample values, with a sampling interval of 7, = 1 s, shown in Figure 7.1(a). The scaled
DFT spectrum of this sample set is shown in Figure 7.1(b). The frequency increment
of the spectrum is wy = 27/5 radians per second and one period of the DFT spec-
trum corresponds to (277/5) x 5 = 2x radians. The samples of the same signal, with a
sampling interval of T, = 0.125 s, are shown in Figure 7.1(c). Reducing the sampling
interval results in a densely sampled time-domain waveform. The scaled DFT spec-
trum of this sample set is shown in Figure 7.1(d). As the frequency increment is fixed
at 27r/5, the larger number of spectral values corresponds to a broader spectrum of
width (2r/5) x 40 = 167 radians. Eventually, as the sampling interval tends to zero,
the time-domain waveform becomes continuous and the discrete spectrum becomes
aperiodic.

The mathematical presentation of the foregoing argument is as follows. The IDFT
of X(k), —N < k < N is defined as

N
x(n) = 3 X(ke/mE =0, +1,42,..., N
=N

ZN+1,

Substituting the DFT expression for X(k), we get

N N
x(n) = 2N11 > (Z x(l)effaﬁwk) ol avmk
+ k

=—N \I=—N

The frequency index k represents the discrete frequency [27r/(2N + 1)]k. If the
periodic signal, with period 7, is sampled with a sampling interval of T seconds in
order to get the samples, then the corresponding continuous frequency is given by
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[27/2N + ) T)k = 2n/T)k = kwy. The time index n corresponds to nT; s. The
number of samples in a period is (2N + 1) = T/T,. With these substitutions, we get

S S —jFITk j¥FnTk
x(nTy) = Z T Z x(ITy)e /T 5T | e/ T

k=—N I=—N

As T is reduced, the number of samples (2N + 1) increases, but the product
(2N + 1)T; = T remains constant. Hence, the fundamental frequency wq also re-
mains constant. As T, — 0, nT, and [T, become continuous time variables ¢ and 7,
respectively, the inner summation becomes an integral over the period 7', N — oo,
and differential dt formally replaces 7. Therefore, we get

%11

k=—o00

_ix 21
x(t)e /T ’kdr> el Tk

[Slh}

The exponential form of the FS for a signal x(¢) is

x0)= Y Xes(he (7.1)

k=—00

where the FS coefficients X (k) are given as

1 n+T .
X (k) = = / x()e ot dr, k=0, +1,£2, ... (7.2)

h

and #; is arbitrary. Because of periodicity of the FS with period 7', the integral from ¢,
to (#; + T') will have the same value for any value of #,. Since sinusoids are represented
in terms of exponentials, Equation (7.1) is called the exponential form of the FS.

7.1.2 The Compact Trigonometric Form of the FS

The form of the FS, with sinusoids represented in polar form, is called the compact
trigonometric form. Equation (7.1) can be rewritten as

x(t) = X(0) + Z(Xcs(k)ejkwot F Xo(—k)e ooty
k=1
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Since X (k)e/ " and X s(—k)e~ 7! form complex conjugate pair for real signals
and their sum is twice the real part of either of the terms, we get

x(1) = Xp(0) + Y Xp(k) cos(kant + 0(k)), (7.3)
k=1

where

Xp(0) = Xes(0),  Xp(k) =2|1Xc5(K)I,  O(k) = L(Xes(k)), k=1,2,...,00

7.1.3 The Trigonometric Form of the F'S

The form of the FS, with sinusoids represented in rectangular form, is called the
trigonometric form. Expressing the sinusoid in Equation (7.3) in rectangular form,
we get

x(t) = X(0) + Z(Xc(k) cos(kwot) + X (k) sin(kwot)), (7.4)
k=1

where, X.(0) = X,(0) = X(0), X.(k) = X, (k) cos(0(k)) = 2 Re(Xs(k)), and X (k) =
—X,p(k) sin(0(k)) = —2Im(X(k)).

7.1.4 Periodicity of the FS

The FS is a periodic waveform of period that is the same as that of the fundamental,
T = 2m/w,. Replacing t by ¢ + T in Equation (7.3), we get

xX(t) = Xp(0) + Y Xp(k) cos(kan(t + T) + 6;)
k=1

= Xp(0) + > Xp(k) cos(kawot + 2km + 6,) = x(1)
k=1

If the waveform to be analyzed is defined only over the interval T, the FS represents
the waveform only in that interval. On the other hand, if the waveform is periodic of
period 7', then the FS is valid for all z.

7.1.5 Existence of the FS

Any signal satisfying the Dirichlet conditions, which are a set of sufficient conditions,
can be expressed in terms of a FS. The first of these conditions is that the signal x(¢)
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is absolutely integrable over one period, that is fOT |x(¢)|dt < oco. From the definition
of the FS, we get

1 n+T et 1 fH+T o
| Xes (k)] < */ |x(t)e k! dt = 7/ Lx(t)|[e~ 7" | dr
T n T t

Since |e k| =1,

1 n+T
Xo)l = = / \x(r)| dt

141

The second condition is that the number of finite maxima and minima in one period
of the signal must be finite. The third condition is that the number of finite discon-
tinuities in one period of the signal must be finite. Most signals of practical interest
satisfy these conditions.

Example 7.1. Find the three forms of the FS for the signal

21 b4
Hn=-1-2 —t— =
x(1) (:os(6 3>

Solution

As this signal can be expressed in terms of sinusoids easily, we do not need to evaluate
any integral. The fundamental frequency of the waveform is wy = 27/6, which is the
same as that of the sinusoid. Note that the dc component is periodic with any period.

Compact trigonometric form

2 b4 2 2
x(t) = —1—2cos <t - ) =—1+42cos <6t+ 3>

Comparing this expression with the definition, Equation (7.3), we get the compact
trigonometric form of the FS coefficients as

2w
Xp(0)=—-1, X, (1)=2, 6(1)= =

A plot of the amplitude X, (k) of the constituent sinusoids of a signal x(¢) versus k
or kwy is called the amplitude spectrum of x(¢). Similarly, the plot of the phase 0(k)
is called the phase spectrum. The FS amplitude spectrum and the phase spectrum of
the signal in compact trigonometric form are shown, respectively, in Figures 7.2(a)
and (b).
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Figure 7.2 (a) The FS amplitude spectrum; (b) the phase spectrum of the signal in compact trigono-

metric form; (c) the FS amplitude spectrum; (d) the phase spectrum of the signal in exponential
form

Trigonometric form

2 2 2
x(t) = —1—2cos (gt — ;[) =—1—cos (gr) —/3sin (gr)

Comparing this expression with the definition, Equation (7.4), we get the trigono-
metric form of the FS coefficients as

X0 =-1 X(=-1 X(1)=-3

Exponential form

O =—1-2 <2jrt 71)_ 142 <2nt+2n>
x(t) = cos 5 3) = cos G 3

L4 G E) i)
Comparing this expression with the definition, Equation (7.1), we get the exponen-
tial form of the FS coefficients as

2 2
Xes(0) = —1, Xcs(1)=147n Xcs<—1>=14‘?n
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The FS amplitude spectrum and the phase spectrum of the signal in exponential
form are shown, respectively, in Figures 7.2(c) and (d). O

The frequencies of harmonically related continuous sinusoids must be rational num-
bers or rational multiples of the same transcendental or irrational number. Therefore,
the ratio of frequencies of any two harmonically related sinusoids is a rational number.
The fundamental frequency (of which the harmonic frequencies are integral multi-
ples) of a combination of sinusoids is found as follows: (i) any common factors of the
numerators and denominators of each of the frequencies are cancelled; and (ii) the
greatest common divisor of the numerators is divided by the least common multiple
of the denominators of the frequencies.

Example 7.2. Find the exponential form of the FS for the signal

(1) =2+ 4si (1t+ﬂ)+3 <3t ﬂ)
X = Sin 5 6 COS 3 4

Solution

The frequency of the waveforms are 1/2 and 3/5. There are no common factors of
the numerators and denominators. The least common multiple of the denominators
(2,5) is 10. The greatest common divisor of the numerators (1,3) is one. Therefore,
the fundamental frequency is wy = 1/10 radians per second. The fundamental pe-
riodis T = 2n/wy = 2m10/1 = 207. The first sinusoid, the fifth harmonic shown in
Figure 7.3 (dashed line), completes five cycles and the second sinusoid (dotted line),
the sixth harmonic, completes six cycles in the period. The combined waveform (solid
line) completes one cycle in the period.

X(0) = 2 4 260G | 9p-i-5) 4 %ef@z—%) n %e—J(%t—%)
Comparing this expression with the definition, Equation (7.1), we get the expo-

nential form of the FS coefficients as X(0) = 2, X (£5) = 22 :F%, X(£6) =
3 b
SLFT.
2 4

afr}

62.8314

1. secends

Figure 7.3 The harmonics and the combined waveform
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Example 7.3. Find the FS for a square wave defined over one period as

1 for|t| <1
x(t) = |
0 fory <t <

1

2

Solution

The period of the waveform is one and the fundamental frequency is 2. The wave-
form is even-symmetric and odd half-wave symmetric with a dc bias. Therefore, in
addition to the dc component, the waveform is composed of odd-indexed cosine waves
only.

i 1
XC(O):2/ dt = ~
0 2

Zsin (2k) for k odd

X (k) =4 /Z cosrk )dt = { ** 2
0 0 for k even and k # 0

x(t) = % + 72T(cos(2m) — ;cos(3(2m‘)) + ;COS(5(27‘[Z‘)) — ) (7.5)

The FS amplitude spectrum and the phase spectrum of the signal in exponential
form are shown, respectively, in Figures 7.4(a) and (b). O

7.1.6 Gibbs Phenomenon

The FS converges uniformly for waveforms with no discontinuity. At any discontinuity
of a waveform, the FS converges to the average of the left- and right-hand limits with
overshoots and undershoots in the vicinity of the discontinuity. As the basis waveforms
of the Fourier series are continuous sinusoids, they can never exactly add up to a
discontinuity. This inability of the FS is referred as the Gibbs phenomenon.

Figures 7.5(a), (b), (c), and (d) show the FS for the square wave, using up to the
first, third, seventh, and fifteenth harmonics, respectively. Consider the FS for the

0-5 ° T te

X_(k)
a
ZX_(k)

-3(2m) -12n) (% 12m) 3(2m) -32m) -121) (% 12m) 3(2m)

(a) (b)

Figure 7.4 (a) The FS amplitude spectrum; (b) the phase spectrum of the square wave in exponential
form
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Figure 7.5 The FS for the square wave: (a) using up to the first harmonic (LH = 1); (b) using up to the
third harmonic (LH = 3); (c) using up to the seventh harmonic (LH = 7); (d) using up to the fifteenth
harmonic (LH = 15)

square wave using up to the first harmonic, x(¢) = % + % cos(2mt). By differentiating
this expression with respect to ¢ and equating it to zero, we get sin(2zt) = 0. The
expression evaluates to zero for ¢ = (. Substituting # = 0 in the expression for x(¢),
we get the value of the peak as 1.1366, as shown in Figure 7.5(a). We can find the
maximum overshoots in other cases similarly.

As we use more harmonics, the frequency of oscillations increases and the oscilla-
tions are confined more closely to the discontinuity. But, the largest amplitude of the
oscillations settles at 1.0869 for relatively small number of harmonics. Therefore, even
if we use an infinite number of harmonics to represent a waveform with discontinuity,
there will be deviations of 8.69% of the discontinuity for a moment. Of course, the
area under the deviation tends to zero.

Example 7.4. Find the three forms of the FS for the periodic impulse train, shown
in Figure 7.6(a), with period T s defined as

x(y=Y_ 8t —nT)

n=—0oo
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(a) (b)

Figure 7.6 (a) Impulse train with period 7 s; (b) its FS spectrum

Solution

L[5 1 [z 1
X(k) = T S(He /N dr = — 8(r)dr = T —o0<k<o0

T T
2 T 2

The spectrum, shown in Figure 7.6(b), is also a periodic impulse train with period
wo = 2/ T and constant amplitude 1/7. Note that the impulses in the time-domain
are of continuous type (as x(¢) is a function of the continuous variable ¢), while those
of the spectrum are of discrete type (as Xs(k) is a function of the discrete variable k).
The FS for the impulse train, in exponential form, is given by

e , 1 & . 2
.X(t) = Z Xcs(k)ejkwot = ? Z e./kwot wy = ——

k=—00 k=—00 T

The FS coefficients, in compact trigonometric form, are

Xp(0) = Xc5(0) = % Xp(k) = 2| Xcs(k)| = % 0(k)=0 k=1,2,3,...

The FS is given by

x(t) = % (1 + 2(cos(wpt) 4+ cos(Rwypt) + cosBwpt) + - - +)) wy = 2771

As the phase 6(k) = 0 is zero, the trigonometric form of the FS is the same as this
form.

An alternate way of obtaining this FS is to consider the FS for a train of unit-area
rectangular pulses of width a and height 1/a, with the width a of one pulse including
the point # = 0. In the limiting case of a — 0, the train of pulses degenerates into an
impulse train and the limiting form of its FS is the FS for the impulse train. O

7.2 Properties of the Fourier Series

For each operation in one domain, the properties establish the corresponding operation
in the other domain, making evident the simpler relationship between variables for
a particular operation. For example, the convolution operation in the time-domain
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corresponds to the much simpler multiplication operation in the frequency-domain. In
addition, we can derive the FS coefficients for functions from that for related functions
more easily than deriving them from the definition.

7.2.1 Linearity

The FS coefficients for a linear combination of a set of periodic signals, with the same
period, is the same linear combination of their individual FS coefficients. That is,

x(t) &= Xes(k)  y(1) &= Yes(k)  ax(t) + by(r) <= aXco(k) + bYs(k),

where a and b are arbitrary constants. For example, the FS coefficients for cos(¢) and
sin(t) are X s(+1) = 1/2 and X (1) = Fj/2, respectively. The FS coefficients for
cos(t) + jsin(t) = e/' are X (1) = 1/2 + (j)(F,/2). That is, the only nonzero FS
coefficient is X (1) = 1.

7.2.2 Symmetry

The symmetry properties simplify the evaluation of the FS coefficients. If the signal
is real, then the real part of its spectrum is even and the imaginary part is odd, called
the conjugate symmetry. The FS for a real signal x(¢), with period T, is given by

1 /T _, 1 /T 2 . 21
Xcs(k)=?/0 x()e T dt=?/0 x(t) | cos k?t — jsin k7t dt

Conjugating both sides, we get

X* (k) I/T (r)( (k2”r> +jsi <k2”z)>dz
(k)= —= [ x()|cos|k— sin | k—
U7 7)™/ T
Replacing k by —k, we get X} (—k) = X(k). For example, the FS coefficients for
4cos(t + 1/3) are Xo(£1) = 1+ j/3.

7.2.2.1 Even Symmetry

If the signal x(¢) is real and even, then its product with sine basis waveforms is odd and
the X (k) coefficients are, therefore, zero. That is, the signal is composed of cosine
waveforms alone and its spectrum is real and even. As the product of the cosine basis
waveforms and the signal is even, the FS defining integral can be evaluated over half
the period. That is,

2 TH-%
X.(0) = ?/ x(t)dt
n
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4 [n+3
X.(k) = ?/ x(t)cos(kwot)dt, k=1,2,...,00
n

For example, the FS coefficients for cos(¢) are X (1) = %

7.2.2.2 Odd Symmetry

If the signal x(¢) is real and odd, then its product with cosine basis waveforms is odd
and the X (k) coefficients are, therefore, zero. That is, the signal is composed of sine
waveforms alone and its spectrum is imaginary and odd. As the product of the sine
basis waveforms and the signal is even, the FS defining integral can be evaluated over
half the period. That is,

4 [n+3
X (k) = ?/ x(t) sin(kwot) dt k=1,2,...,00
1

For example, the FS coefficients for sin(¢) are X (1) = :Fé

As the FS coefficients for a real and even signal are real and even and that for
a real and odd signal are imaginary and odd, it follows that the real part of the FS
coefficients, Re(Xs(k)), of an arbitrary real signal x(¢) are the FS coefficients for its
even component x.(¢) and jIm(X.(k)) are that for its odd component x,(?).

7.2.2.3 Half-wave Symmetry

Even half-wave symmetry. If a periodic signal of period T satisfies the property
x(t £ T/2) = x(¢), then it is said to have even half-wave symmetry. That is, it com-
pletes two cycles of a pattern in the interval 7. The FS coefficients can be expressed
as

Xes(k) = % /IHZ <x(t) + (= Dkx <z + D) e ket q¢ (7.6)

The odd-indexed FS coefficients are zero. The even-indexed FS coefficients are
given by

2 (ht3 "
Xes(k) = — / x(edr k=0,2,4,...

h

0dd half-wave symmetry. If a periodic signal of period T satisfies the property —x(t £
T/2) = x(t), then it is said to have odd half-wave symmetry. That is, the values of the
signal over any half period are the negatives of the values over the succeeding or
preceding half period. It is obvious, from Equation (7.6), that the even-indexed FS
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coefficients are zero. The odd-indexed FS coefficients are given by

Xes(k) = 2/t1+§ x(f)e Kt dg k=1,3,5
cs —T ; =1,53,9,...

Any periodic signal x(#), with period T, can be decomposed into its even and
odd half-wave symmetric components X, (#) and xo, (), respectively. That is x(¢) =
Xen(t) + xon(2), where

1 n T d 1 " T
Xen(t) = > (x(t) +x (t 2)) and xon(¢) = 3 (x(t) —X (t 2))

7.2.3 Time Shifting

When we shift a signal, the shape remains the same, but the signal is relocated. The
shift of a typical spectral component, X(ko)e/ !, by f, to the right results in the
exponential, X (ko)e/fo@ol=0) = g=ikowoto X  (kq)e/ k0! That is, a delay of #) results
in changing the phase of the exponential by —kowoty radians without changing its
amplitude.

Therefore, if the FS spectrum for x(¢), with the fundamental frequency wy = 27/ T,
is X(k), then

x(t £ 1) = eijkwomxcs(k)

Consider the FS coefficients X (£1) = :F% for sin(2¢). The FS coefficients
for sin(2¢ + 7) = sin(2(t + 7)) = cos(2¢), with k = £1, wy =2, and 1o = 7, are
Xes(£1) = eODE(F]) = 5.

7.2.4 Frequency Shifting

The spectrum, X (k), of a signal, x(¢), can be shifted by multiplying the signal by
a complex exponential, e*/%0® where k, is an integer and wy is the fundamental
frequency. The new spectrum is X (k F ko), since a spectral component X, s (kg )eikant
of the signal, multiplied by /%00 becomes X (k,)e/(*ka+*0)=0D and the corresponding
spectral value occurs at k = (k, + ko), after a delay of ky samples. Therefore, we get

x()e 0N = Xoi(k F ko)

For example, consider the FS coefficients X (£1) = /2 for sin(t). The FS
coefficients for cos(2¢)sin(¢) can be computed using this property. As cos(2t) =
%(eﬂ’ + e/, the FS coefficients for the new function is the sum of the FS
coefficients for sin(¢) shifted to the right and left by two, in addition to the scale
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factor 1/2. That is,

J

J
Xes(1) = £

and X (£3) = :FZ

This spectrum corresponds to the time-domain function %(sin(3t) — sin(¢)), which
is, of course, equal to cos(27) sin(¢).

7.2.5 Convolution in the Time-domain

Using the FS, we get periodic or cyclic convolution as FS analyzes periodic time-
domain signals. The periodic convolution operation is defined for two periodic signals,
x(t) of period T and h(¢) of period T3, as

T
W) = /O x(Dh(t — 1)dt

where 7' (common period of x(¢) and A(¢)) is the least common multiple of 7} and 75.
The FS coefficients for y(#) are to be expressed in terms of those of x(¢) and A(t).

The convolution of 4(z) of period T with a complex exponential e/ g = 27/ T
is given as

T . _ T . |
/ h(t)elkowo(l*f)df — e]kowol/ h(r)e*jkowordt — THCS(kO)e]kowol
0 0

As an arbitrary x(z) of period T is reconstructed by the inverse FS as
x(t) =>re o X s (k)o@ the convolution of x(7) and h(¢) is given by y(r) =
>re o ITX s (k) Heg(k)e @t where X (k) and He(k) are, respectively, the FS coeffi-
cients for x(¢) and h(t). The inverse of the FS spectrum TX (k) H.s(k) is the periodic
convolution of x(¢) and A(t). That is,

T 00
| a0 =ode = 37 TX0 Holl9eH = TX 00 Hes)
0

k=—o00

Consider the convolution of x(¢) = cos(¢) and /(z) = sin(¢z) with the FS coefficients
Xes(£1) = 1/2 and H(£1) = Fj/2, respectively. Then, with T = 27, we get

TX s(£1)Hes(£1) = 27 (:Fi)
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These FS coefficients correspond to the time-domain function 7 sin(z). By directly
evaluating the time-domain convolution, we get

2 2w
/ cos(t) sin(t — t)dt = / cos(t)(sin(t) cos(t) — cos(¢) sin(t))dt = 7 sin(t)
0 0

An important application of this property is in modeling the truncation of the FS
spectrum. The signal corresponding to the truncated spectrum has to be expressed
in terms of the original signal x(¢) with fundamental frequency wy. The truncation
operation can be considered as multiplying the spectrum of x(¢) by the spectrum
that is one for —N < k < N and zero otherwise. The signal corresponding to this
spectrum is

sin <(2N+21)wot)

sin (<)

1) =

Therefore, the signal corresponding to the truncated spectrum of x(¢) (using only
2N + 1 FS coefficients) is given by the convolution of x(¢) and y(¢), multiplied by the
factor 1/ T, as

sin ((2N+l)2a)o(t—r)>
. a)o(l—'[)
sin (242)

This expression is often used in explaining the Gibbs phenomenon. The alternating
nature of the second function in the integrand, even in the limit as N — oo, does not
change and produces deviations at any discontinuity of x(z).

dr

1 T
m@z;éxw

7.2.6 Convolution in the Frequency-domain

Consider the FS representations of x(¢) and y(¢) with acommon fundamental frequency
Wy = 2 / T.

oo o0
XB)= Y Xe(me™ ™ and y()= ) Yo(De'™
m=-—00 I=—00

The FS coefficients for x(¢)y(¢) are to be expressed in terms of those of x(¢) and
¥(t). The product of the two functions is given by

Z([) = x(t)y(t) = Z Z Xcs(m)ch(l)ej(m+l)w0t

m=—oQ |=—00
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Letting m + [ = k, we get

HOERONOERSYS ( 7 Xes(m)Yes(k — m)> gkt

k=—00 m=—o0

This is a FS for z(r) = x(t)y(t) with coefficients Zq (k) = > oo Xes(m)Yes
(k — m). The convolution of two frequency-domain functions, with a common fun-
damental frequency, corresponds to the multiplication of their inverse FS in the time-

domain. That is,

T 00
x(0)y(t) <= % /0 x(y@e M dr = > Xes(m)Yeo(k — m)

m=—0o0

The convolution is aperiodic as the FS spectra are aperiodic.

Consider the convolution of the FS spectra given as X¢5(£1) = 1/2 and Y (£2) =
Fj/2, with wy = 1. The linear convolution of these spectra is Z.(£3) = Fj/4 and
Z.s(£1) = Fj/4. The corresponding time-domain function is

%(sin(t) + sin(3t)) = cos(?) sin(2t)

Note that the given FS spectra corresponds to the time-domain functions cos(#) and
sin(21).

7.2.7 Duality

The analysis equation of the FS is an integral and the synthesis equation is a summation.
Therefore, there is no duality between these operations. However, as the synthesis
equation of the DTFT is an integral and the analysis equation is a summation, there is
duality between these two transforms. This will be presented in the next chapter.

7.2.8 Time Scaling

Scaling is the operation of replacing the independent variable ¢ by at, where a # 0
is a constant. As we have seen in Chapter 3, the signal is compressed or expanded
in the time-domain by this operation. As a consequence, the spectrum of the signal
is expanded or compressed in the frequency-domain. The amplitude of the spectrum
remains the same with the fundamental frequency changed to awy. Let the spectrum of
a signal x(¢), with the fundamental frequency wg = 27/ T, be Xs(k). Then, x(at) <—
X s (k) with the fundamental frequency awg and a > 0.If a < 0, the spectrum, with the
fundamental frequency |a|wy, is also frequency-reversed. For example, with a = 0.2,
the signal cos(¢) becomes cos(0.2¢). The spectrum remains the same, thatis Xs(£1) =
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1/2, with the fundamental frequency changed to 0.2 radians from 1 radian. With
a = —3, the signal sin(¢) becomes sin(—3¢) = — sin(3¢). The spectrum gets frequency-
reversed, X (+1) = +j/2, and the fundamental frequency of the FS spectrum is
changed to 3 radians from 1 radian.

7.2.9 Time Differentiation

As the signal is decomposed in terms of exponentials of the form e/*®, this property
is essentially finding the derivative of all the constituent exponentials of a signal. The
derivative of /X0’ is jkqwoe/*™! . Therefore, if the FS spectrum for a time-domain
function x(#) is Xs(k), then the FS spectrum for its derivative is jkwoXcs(k), where
wy is the fundamental frequency. Note that the FS coefficient with k = 0 is zero, as
the dc component is lost in differentiating a signal. In general,

d"x(1)
dr

— (jka)O)n Xes(k)

This property can be stated as the invariance of the exponentials with respect to the
differentiation operation. Thatis, the derivative of a exponential is the same exponential
multiplied by a complex scale factor. The exponentials are invariant with respect
to integration and summation operations also. These properties change an integro-
differential equation in the time-domain to an algebraic equation in the frequency-
domain. Therefore, the analysis of systems is easier in the frequency-domain.

Another use of this property, in common with other properties, is to find FS spectra
for signals from those of the related signals. This property can be used to find the FS
for the functions represented by polynomials in terms of the FS for their derivatives.
When a function is reduced to a sum of impulses, by differentiating it successively, the
FS of the impulses can be found easily and this FS is used to find the FS of x(¢) using
the differentiation property. Consider a periodic rectangular pulse defined over one
period as x(r) = 1, |t| < aand x(¢¥) = 0, a < |t| < T/2. The derivative of this signal
in a period are the impulses §( + a) and —3(t — a). The FS spectrum for this pair
is (1/ T)(e/k0® — e=Jkay = (j2/T) sin(kwoa), where wy = 27/ T. This spectrum is
related to the spectrum of the rectangular pulse by the factor 1/ jkwgy, k # 0. Therefore,
the FS spectrum for the periodic rectangular pulse is

sin(kwoya) _ sin(kwoa)
kooT wk

Xes(k) =2

As there is no dc bias, this expression gives the correct value of X(0). In general,
use this property to obtain Xs(k) for k = 0 only and determine X (0) directly from
the given waveform.
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7.2.10 Time Integration
For a signal x(t) <= X (k) with fundamental frequency wy,

/t x(t)dt <— #Xcs(k)
Jkow,

—00 0

provided the dc component of x(¢) is zero (X(0) = 0). Consider the function cos(2¢)
with FS coefficients X (1) = 1/2. Then, its integral, y(t) = sin(2¢)/2, has the FS
coefficients
1 J
q:i

ch(il) = 71 =
JEDR)2 4

7.2.10.1 Rate of Convergence of the Fourier Series

In practical problems, only the sum of a finite number of the infinite terms of the
FS are used to approximate a given function x(¢), as no physical device can generate
harmonics of infinite order. The rate of convergence of a FS indicates how rapidly the
partial sums converge to x(¢). A smoother function has an higher rate of convergence.
According to the time-integration property, each time the FS is integrated term by term,
the coefficients are divided by the factor k, the index. That is, the rate of convergence of
the FS is increased by the factor &, as the function becomes smoother by the integration
operation. The FS for an impulse train converges slowly, as all its coefficients are the
same (no dependence on the index k). As the integral of a function with impulses is
a function with discontinuities, the FS of such a function converges more rapidly as
the magnitude of their coefficients decrease at the rate 1/ k, for large values of k. As the
integral of a function with discontinuities results in a function with no discontinuity, the
FS for such functions converges still more rapidly as the magnitude of their coefficients
decrease at the rate 1/k%. The magnitude of the coefficients of a function, whose nth
derivative contains impulses, decrease at the rate 1/k".

7.2.11 Parseval’s Theorem

As the frequency-domain representation of a signal is an equivalent representation, the
power of a signal can also be expressed in terms of its spectrum. That is, the average
power of a signal is the sum of the average powers of its frequency components. The
average power of a complex exponential, Ae/®, is

1ro
P:—/ |Ae/™'|2dt = |A|?
T Jo
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since |e/*’| = 1. Thatis, the average power of a complex exponential is the magnitude
squared of its complex amplitude (irrespective of its frequency and phase). Therefore,
the total average power of a signal is

- / KOPd = 3 1Xa)P

k=—o00

Example 7.5. Verify the Parseval’s theorem for the square wave of Example 7.3. Find
the sum of the powers of the dc, first harmonic, and the third harmonic components
of the signal.

Solution
The power using the time-domain representation is

Lo i
P:—/ |x(0)] dt:2/ dr = =
T Jo 0

The power using the FS is

%0 1 27 1
pzz|xc5(k>|2=()+ Z( ) 4+;%:§

k=—00 k=1,3,
The sum of the power of the components of the signal up to the third harmonic is

o2 2 1 20 a5 40m50=04752
47 292 T 4 o2 T B

This example shows that the approximation of the signal by a few harmonics
includes most of its power. O

7.3 Approximation of the Fourier Series

We approximate the integral in Equation (7.2) by the rectangular rule of numerical
integration. We take N samples of the signal,

x(0), x (Z\;) , X <2]7\;) sy X <(N — 1);)

by dividing the period T of the signal into N intervals. The sampling interval is
T, = T/N. Now, Equation (7.2) is approximated as

N-1

1 .
X(k) = ? Z x(lflTS)e—/ka"TS

n=0

4

_1

P (nﬂ)e‘fk%”"

IIM

2\%
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Dropping 7 from x(nT;), we get

1 Nl ;21
Xesk) == > x(me v k=0,1,...,N—1 (1.7)
n=0

This is the analysis equation. The synthesis equation, Equation (7.1), is approxi-
mated as

N—1
x(n) = Z Xcs(k)ej%nk n = 0, 1, ...,N— 1.
k=0

Except for constant factors, the approximations of the analysis and synthesis equa-
tions are the same as the DFT and IDFT equations, respectively. Note that X (k) is
aperiodic and periodicity of N selected values is assumed in the IDFT computation.
For example, if we truncate the FS spectrum to X (—1), Xs(0), and X.((1), then the
periodic extension can be written, starting with X(0) and N = 3, as X(0), X¢(1),
and X (—1). With N = 4, the periodic values are X(0), Xc(1), 0, and X (—1).

For N even, comparing the coefficients of the DFT with that in Equation (7.2), we
get, for real signals,

X (X

x.0 = X9y (N): (2)

N 2 N
X(k)—zR (X(k)) X(k)——zl (X(k)) k=1,2 Ny

¢ - N © s = Nm =L%n

X (X
X =9 oo N1 and Re<XCS(N)>= (%)
N 2 2 2N

7.3.1 Aliasing Effect

Let us find the FS spectrum of a sampled signal. The sampling operation can be
considered as multiplying the signal (x(¢) with spectrum Xs(k)) by the sampling
signal (s(t) = >_r2 . 8(t — nTy) with spectrum %s). The sampled signal is > oo
x(nTs)é(t — nTy). In the frequency domain, sampling operation corresponds to the
convolution of the spectra of the two signals. As the convolution of a signal with an
impulse is just translation of the origin of the signal to the location of the impulse, we
get the spectrum of the sampled signal x(#)s(¢) as the superposition sum of the infinite

frequency-shifted spectrum of the signal, multiplied by the factor 1/7;. That is, the
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FS spectrum for the sampled signal is

I & T
7, (k " Ts)
where T is the period of the signal. Let us construct a sequence x(n) such that its nth
element has the value that is the same as the strength of the impulse x(nT,)é(t — nT5)
of the sampled signal. We get the DFT spectrum of x(n) by multiplying the spectrum
of the sampled signal by T (Remember that there is no normalization factor in the
definition of the DFT.) and noting that 7/T, = N. Therefore, we get

XK =N 3 Xek—mN) k=0,1,...,N—1 (7.8)

m=—0o0

This equation shows how the DFT spectrum is corrupted due to aliasing. By sam-
pling the signal, in order to use the DFT, to obtain a finite number of N samples in
a period, we simultaneously reduce the number of distinct sinusoids and, hence, the
number of distinct spectral coefficients to N. Therefore, if the signal is band-limited
we can get the exact FS coefficients by computing the DFT of the samples of the
signal. If the signal is not band-limited or the number of samples is inadequate, we
get a corrupted FS spectrum using the DFT due to the aliasing effect.

Consider the sampling of the square wave (Example 3) with N = 4 samples, shown
in Figure 7.7(a). Note that, at any discontinuity, the average of the left- and right-hand
limits should be taken as the sample value. The sample values, starting fromn = 0, are
{1, 0.5, 0, 0.5}. The DFT of this set of samples is {2, 1, 0, 1}, shown in Figure 7.7(b).

1 . 2
£ 05 3 ] § 1
N=4
0 0 )
-0.5 0 0.25 0 1 2 3
t k
(a) (b)
1 o—o 4
= o 24142
$05 p ;
N=8
0 78 ——— -0.4142
-0.5 0 0.375 1 3 5 7
t k
(c) (d)

Figure 7.7 (a) Four samples of the square wave; (b) its DFT; (c) eight samples of the square wave;
(d) its DFT
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These values can be obtained from the FS coefficients using Equation (7.8). The dc
value is 2/4 = 0.5, which is equal to the analytical value. The coefficient of the first
harmonic is (1 4+ 1)/4 = 0.5, which differs from the analytical value of 0.637. This is
due to the fact that, with only four samples, all the other odd harmonics alias as the
first harmonic.

X(l)—2(1 1+1 1+ )
T 35 7

The value of the summation can be obtained from Equation (7.5) by substituting

t=0.
1_1+2<1 1+1 1+ )
2 x 35 7

Therefore, we get X.(1) = 0.5. As we double the number of samples, we get a better
approximation of the FS coefficients by the DFT. Figure 7.7(c) shows the square wave
with N = 8 samples and its DFT is shown in Figure 7.7(d). The value of the first
harmonic is (2.4142 + 2.4142)/8 = 0.6036, which is much closer to the actual value
of 0.637. The point is that DFT should be used to approximate the FS coefficients with
sufficient number of time-domain samples so that the accuracy of the approximation
is adequate.

7.4 Applications of the Fourier Series

The FS is used to analyze periodic waveforms, such as half- and full-wave rectified
waveforms. The steady-state response of stable LTI systems to periodic input signals
can also be found using the FS. The steady-state response is the response of a system
after the transient has decayed. The transient response of a stable system always decays
with time. The steady-state output of a LTI system to an input /X0 is the same
function multiplied by the complex scale factor, H( jkowo). Therefore, the output of
the system is H( Jjkowo)eX ! The function H(jkwy) is the frequency response H(jw)
(Chapter 5) of the system, sampled at the discrete frequencies @ = kwy.
Consider the system governed by the differential equation

dz(tt) + y(1) = x(1)

The differential equation can be written, with the input x(r) = e/’ ag

d(H (jkowo)e koo
dr

+ H(jkowo)e/kowot — ejkowol‘
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Solving for H(jkowy), we get

1

H(jkowo) = m

For an arbitrary periodic input, as x(t) = >_,c. X (ke we get

—00

=3 HikonXa®eh = 3 Xolkon)
y - JK@W ) A cs - 1—|—]ka)0

k=—o00 k=—o00

The more complex operation of solving a differential equation has been reduced to

the evaluation of an algebraic operation.

7.5 Summary

In this chapter, the FS has been studied. It is used to represent periodic time-domain
signals by an aperiodic discrete spectrum in the frequency-domain.

The three forms of the FS are the trigonometric, the compact trigonometric, and
the exponential. In the trigonometric form, a time-domain function is expressed in
terms of cosine and sine waveforms. In the compact trigonometric form, a time-
domain function is expressed in terms of real sinusoids. In the exponential form, a
time-domain function is expressed in terms of complex exponentials. Each of the
three forms of the FS can be derived from the other forms.

The Fourier representation fails to provide uniform convergence in the vicinity of
a discontinuity of continuous waveforms in both the time- and frequency-domains
(in the time-domain, in the case of the FS).

In practice, the FS is often approximated by the DFT.
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Exercises

7.1  The FS representation of a real periodic signal x(¢) of period T, satisfying the

Dirichlet conditions, is given as

x(t) = Xe(0) + Y (Xe(k) cos(kwot) + X (k) sin(kaot)),
k=1
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where, wy = 27/ T and X.(0), X.(k), and X(k), the FS coefficients of the dc,
cosine, and sine components of x(t), respectively, are defined as

1 t+T
Xe(0) = — / x(0) dt,
T Jy
2 Hh+T
Xl = = / x(t)costkwot) df k=1,2,....00
151

2 n+T
Xs(k) = T / x(¢) sin(kwot) dt k=1,2,...,00
n

and ¢, is arbitrary. Derive the expressions for the coefficients using trigonometric
identities.
7.2 Expand x(¢) and find the three forms of its FS coefficients without evaluating
any integral. What is the fundamental frequency wg?
7.2.1 x(t) = cos(1).
722 x(f) = cos*(z).
723 x(t) = cos*(1).
*7.2.4  x(1) = cos*(p).
7.2.5 x(t) = cos’(1).
7.2.6  x(t) = sin(?).
7.2.7 x(t) = sin’(1).
7.2.8 x(t) = sin’(1).
7.2.9 x(t) = sin*(®).
7.2.10 x(t) = sin’(1).
7.3 Find the three forms of the FS coefficients of x(#) without evaluating any inte-
gral. What is the fundamental frequency wg?

731 x(t) = 3+ cos (27t — T) — 2ssin (47t + 7).
732 x(t) = —1 —2sin (47t — £ ) + 6sin (871 — 7).
7.3.3 x(t) = 2 — 3v/2 cos (27t — Z) 4 2sin (6m + g).

7.3.4 x(t) = —3 + /3 cos(2nt) — sin(27t) + +/2 cos(87t) — +/2 sin(8x1).
*7.3.5 x(t) = 1 + 5e/Cm+5) 4 @I(6m=%) — L emi(mt3) 4 gmiOm=),
7.4  Find the trigonometric form of the FS coefficients. What is the fundamental
frequency wp?
741 x() = 1+ 2sin (41) + 3cos (3r).

742 x(t) =2 — 5cos (3r) — 2sin (2r).

7.4.3 x(t) = =3 4+ 2cos (%t) — sin (%t)
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7.5

7.6

7.7

7.8

7.9

Find the FS of a periodic pulse train of period 7', defined over one period as

1

2 forlt] < 3
xn)=42
0 forf <t <

T
2

Apply a limiting process, as a — 0, to the pulse train and its FS to obtain the
FS of the periodic impulse train of period 7',

x(y=Y_ 8t —nT)

n=—oo

Find the FS coefficients, using the time-domain convolution property, of y(¢) =
x(t) x x(t), the convolution of x(¢) with itself, with x(¢) defined over a period as

A O<t<%
x(1) = T
0 §<I<T

Find the FS coefficients of z(¢#) = x(¢)y(¢) with period equal to the common
period of x(#) and y(#), where x(¢) = 2 sin(¢) + 4 cos(3¢) and y(t) = 6 cos(21),
using the frequency-domain convolution property. Verify that the FS coeffi-
cients represent z(¥) = x(¢)y(¢).

Find the trigonometric FS representation of the periodic full-wave rectified sine
wave defined over a period as

xm:{Am@m

0<t<
Asin(wot — 1)) L<t<T T

using the time-differentiation property.

Using the time-differentiation property, find the FS coefficients of the periodic
signal x(¢) defined over a period.

7.9.1

A I -t<0

—A O<t<§
x(1) =
2

7.9.2

A+2 O0<r<Z
Xo) = —A+2 —g<t<0
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7.9.3
0 0<t<1
x(1) = —(t—i—g) —g <t<0
7.9.4
t
x(t)zf, O<t<T
7.9.5
2 T
x(t) = % O=f=3
12— % g <t<T
*7.9.6

ﬂﬂzﬁﬂ%%0<t<g

7.10 Find the trigonometric FS representation, using Equation (7.2), of the periodic
signal defined over a period as x(¢) = %t, 0 < t < 2. Using the results, find the
sum of the infinite series

111+
35 7

Verify Parseval’s theorem.
Find the power of the frequency components of the signal up to (i) the third
harmonic ; (ii) the fifth harmonic.
Approximate the trigonometric FS coefficients using the DFT with N = 4.
Verify that they are the same using Equation (7.8).
Find the location and the magnitude of a largest deviation due to Gibbs phe-
nomenon if the signal is reconstructed using up to the third harmonic.
Deduce the trigonometric FS representation of the signals x(+ — 1) and
2x(t) — 3.

*7.11 Find the trigonometric FS representation, using Equation (7.2), of the periodic
signal defined over a period as

5t 0<t<2
x(t) = ;
20-4) 2<t<4
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7.12

7.13

Using the results, find the sum of the infinite series

I+ttt
925" 49

Verify Parseval’s theorem.

Find the power of the frequency components of the signal up to : (i) the third
harmonic; (ii) the fifth harmonic.

Approximate the trigonometric FS coefficients using the DFT with N = 4.
Verify that they are the same using Equation (7.8).

Deduce the trigonometric FS representation of the signals x(¢r +2) and
3x(t) — 2.

Find the trigonometric FS representation of the periodic half-wave rectified
sine wave defined over a period as

() = {Asin(i’t) 0<t< g

0 T<t<rT

using the frequency-domain convolution property.

Verify Parseval’s theorem.

Find the power of the frequency components of the signal up to the third har-
monic.

Approximate the trigonometric FS coefficients using the DFT with N = 4.
Verify that they are the same using Equation (7.8).

Deduce the FS coefficients of x(#) + x(t — %) and x(r) — x(t — g).

Find the trigonometric FS representation of the periodic half inverted cosine
wave defined over a period as

—Acos(Zr) 0<r<Z
x(t) = r) r 2
0 s <t<T

using the frequency-domain convolution property.

Verify Parseval’s theorem.

Find the power of the frequency components of the signal up to the fifth har-
monic. Find the FS coefficients using the DFT with N = 4. Verify that they are
the same using Equation (7.8).

Find the location and the magnitude of a largest deviation due to Gibbs phe-
nomenon if the signal is reconstructed using up to the third harmonic.

Deduce the FS coefficients of x(r) — x(t — g).
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7.14 Using the result of Exercise 7.13, deduce the FS representation of periodic two
inverted half-cosine waves defined over a period as

_ 2 T
() = Acoi(Tt) 0<t<3
Acos(Ft) §<t<T

*7.15 Find the response of the system governed by the differential equation

dy(t . .
ﬁ(t )+ y(t) = e/ + &

7.16 Find the response of the system governed by the differential equation

d
% 4+ 2y(t) = 2 — 3sin(t) + cos <2t + Z)
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The Discrete-time Fourier
Transform

A continuum of discrete sinusoids over a finite frequency range is used as the basis
signals in the DTFT to analyze aperiodic discrete signals. Compared with the DFT,
as the discrete aperiodic time-domain waveform contains an infinite number of sam-
ples, the frequency increment of the periodic spectrum of the DFT tends to zero and
the spectrum becomes continuous. The period is not affected since it is determined by
the sampling interval in the time-domain. An alternate view of the DTFT is that it is the
same as the FS with the roles of time- and frequency-domain functions interchanged.

In Section 8.1, the DTFT and its inverse, and the dual relationship between the
DTFT and the FS are derived. The properties of the DTFT are presented in Section 8.2.
The approximation of the DTFT by the DFT is described in Section 8.3. Some typical
applications of the DTFT are presented in Section 8.4.

8.1 The Discrete-time Fourier Transform
8.1.1 The DTFT as the Limiting Case of the DFT

In the last chapter, we found that the FS is the limiting case of the DFT as the sampling
interval in the time-domain tends to zero with the period of the waveform fixed. In
this chapter, we find that the DTFT is the limiting case of the DFT as the period in the
time-domain tends to infinity with the sampling interval fixed. With a predetermined
sampling interval, the effective frequency range of the spectrum is fixed.

Consider the DFT magnitude spectrum | X (k)| of x(n) with N = 5 samples, shown,
respectively, in Figures 8.1(b) and (a). The frequency increment of the spectrum is
2m/5. Even if a signal x(n) is aperiodic, in the DFT computation, periodicity is as-
sumed. Therefore, only a set of samples of the continuous spectrum of an aperiodic

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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3l 10
= N=5 =2
= . < 4
0 ol
-2 0 2 -2 -1 0 1 2
n k
(a) (b)
3 10 (N
= N=33 §
= < 4
( |esessssssscece  soccsscccssses 0
-16 -8 0 8 16 -16 -8 0 8 16
n k

(© (d)

Figure 8.1 (a) The time-domain function x(n) with N =5; (b) the corresponding DFT magnitude
spectrum, | X (k)|; (c) same as (a) with N = 33; (d) the corresponding DFT magnitude spectrum, | X (k)|

x(n) is computed by the DFT. By zero-padding on either side of x(n), we have made
the signal longer with N = 33 samples, as shown in Figure 8.1(c). Its spectrum is
shown in Figure 8.1(d), which is denser (frequency increment 277 /33) compared with
that in Figure 8.1(b). Eventually, as N tends to infinity, we get the aperiodic discrete
signal and its periodic continuous spectrum. The spectrum is always periodic with the
same period, 27, as the sampling interval is fixed at Ty = 1.

The foregoing argument can be put mathematically, as follows. The IDFT of
X(k), —N < k < N is defined as

N
3 X(e T, = 0,+1,42, ..., £N
k=—N

Substituting the DFT expression for X (k), we get

N N
xn) = 2N1+1 > <Z X(l)e‘f'zﬁ’il”‘> el

k=—N \l=—N

As N tends to 0o, due to zero-padding of x(n), ([27 /(2N + 1)]k) becomes a continu-
ous variable w, differential dw formally replaces 277 /(2N + 1),and 2N + 1 = 27 /dw.
The outer summation becomes an integral with limits —m and 7 (actually any contin-
uous interval of 277). The limits of the inner summation can be written as —oo and oo.
Therefore, the DTFT X(e/®) of the signal x(n) is defined as

o0

Xy = Y x(ne /" (8.1)

n=—oo
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The DTFT is commonly written as X (e/®) instead of X(jw) to emphasize the fact
that it is a periodic function of w. The inverse DTFT x(n) of X(e/®) is defined as

T

1 . .
x(n) = — X(ee!"dw, n =0, +1,+2, ... (8.2)
2w J—x

When deriving closed-form expressions for x(n) or X(e/®),

oo o0

X = > x(n), X(™)= Y (=1)'x(n), x(0) = 2171 i X(e/*)dw

n=-00 n=-—00 -
which can be easily evaluated, are useful to check their correctness.

The analysis equation of the DTFT is a summation and the synthesis equation is an
integral. In these equations, it is assumed that the sampling interval of the time-domain
signal T, is 1 s. For other values of T, only scaling of the frequency axis is required.
However, the DTFT equations can also be expressed including 7 as

[e.¢]

Xty = > x(nTye "h (8.3)
n=—00
1 o2 jwT,N  jnwT.
x(nTy) = — / X ()" dw n=0,=+1,+£2,... (8.4)
Ws J—ws/2

where ws = 27 /T;. The DTFT represents a discrete aperiodic signal, x(nT;), with T s
between consecutive samples, as integrals of a continuum of complex sinusoids e/"®7s
(amplitude (1/ws)X(e/*T)dw) over the finite frequency range —w,/2 to w,/2 (over
one period of X(e/*T+)). X(e/*Ts) is periodic of period w, = 27/ Ty, since e~ /" =
e /n@+27/TT; Therefore, the integration in Equation (8.4) can be evaluated over any
interval of length w;. As the amplitude, (1/w)X(e/*")dw, of the constituent sinusoids
of a signal is infinitesimal, the spectral density X(e/“”), which is proportional to the
spectral amplitude, represents the frequency content of a signal. Although the DTFT
is the spectral density of a signal, it is still called the spectrum. Therefore, the DTFT
spectrum is a relative amplitude spectrum.

The summation in Equation (8.3) converges uniformly to X(e/*T), if x(nT;) is
absolutely summable, thatis > o2 [x(nTy)| < co. The summation converges in the
least-squares error sense, if x(n7T;) is square summable, thatis > 72 |x(n T)|? < o0
(for example, x(n) in Example 8.2). The Gibbs phenomenon is also common to all
forms of Fourier analysis whenever reconstructing a continuous waveform, with one or
more discontinuities, in either domain. In the case of the DTFT, the Gibbs phenomenon
occurs in the frequency-domain as the spectrum is a continuous function.
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Example 8.1. Find the DTFT of the unit impulse signal x(n) = 3(n).

Xy = > sme ™ =1 and §n) <1

n=—oo

That is, the unit impulse signal is composed of complex sinusoids of all frequencies
from w = —7 to w = 7 in equal proportion. O

Example 8.2. One period of a DTFT spectrum, shown in Figure 8.2(a), is given as
X () = u(w + 7) —u(w — %), —m < o < 7. Find the corresponding x(n).

Solution
As the spectrum is even-symmetric,

1 [% sin (%)
x(n) = —/ cos(wn)dw = —=, —co<n <@
7 Jo ni
The time-domain signal x(n) is shown in Figure 8.2(b). O

The function of the form x(n) = sin(%”) /(nm), shown in Figure 8.2(b), is called the
sinc function that occurs often in signal and system analysis. It is an even function
of n. At n = 0, the peak value is %, as éi_r)r(l) sin(f) = 6. The zeros of the sinc func-
tion occur whenever the argument of the sine function in the numerator is equal to
4w, +2m, 37, .. .. For the specific case, the zeros occur whenever n is an integral
multiple of four. As a — 0, sin(an)/(an) degenerates into a dc function with ampli-
tude one, as the zeros move to infinity. The sinc function is an energy signal, as it is

square summable. However, it is not absolutely summable.

Example 8.3. Find the DTFT of the signal x(n) = a"u(n), |a| < 1.

o0 o0
. 4 . 1
X(e*) = d'u(n)e " = ae V= — |a| < 1
)= > d"u(n) > (ae™) o ld .
n=—oo n=0
1 0.25 %o
5\’?) ) E . .
S period=21 = . . . v
Obeas™""e, o AR T
O ' oy
T T
- -5 o % n 12-8 -4 0 4 8 12
(O] n

(a) (b)

Figure 8.2 (a) One period of a DTFT spectrum; (b) the corresponding aperiodic discrete signal
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The DTFT of some frequently used signals, which are neither absolutely nor square
summable, such as the unit-step, is obtained by applying a limiting process to ap-
propriate signals so that they degenerate into these signals in the limit. The limit of
the corresponding transform is the transform of the signal under consideration, as
presented in the next example.

Example 8.4. Find the DTFT of the unit-step signal x(n) = u(n).
As this signal is not absolutely or square summable, its DTFT is derived as that of the
limiting form of the signal a"u(n), as a — 1.

X(e/) = lim
™) 1 — 2a cos(w) + a? T 24 cos(w) + a?

. < 1 — acos(w) . a sin(w) )
—— =lim
a—>11 — ge=J® a—1

The real and imaginary parts of the DTFT spectrum of the signal 0.8"u(n), shown
in Figure 8.3(a), are shown, respectively in Figures 8.3(c) and (e). Figures 8.3(d) and
(f) show the same for the signal 0.99"u(n), shown in Figure 8.3(b). The real part of
the spectrum is even and the imaginary part is odd. The area enclosed by the real
part of the spectrum is a constant (27r) independent of the value a, the base of the

1. 1..0.............0.
* ¢0.8"u(n) 0.99"u(n)

x(n)
x(n)

0 .....Ooooooo. 0

0 4 8 12 16 20 0 4 8 12 16 20
n n
() (b)
_ 5 100
g g
D )
X X
[} (5}
&~ 0.5556 & 0.5025
- 0§ o= R
[0)] [0
() (d)
_ 22222 _ 49.7481
:i: _e;:
= 0 = 0
E £
-2.2022 - ~ -49.7481 - =
) 0 2 T ) 0 2 m
(0] [0

Figure 8.3 (a) x(n) = 0.8"u(n); (b) x(n) = 0.99"u(n); (c) the real part of the DTFT spectrum of the
signal in (a); (e) its imaginary part; (d) the real part of the DTFT spectrum of the signal in (b); (f) its
imaginary part
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exponential signal. This is so because, from the inverse DTFT with n = 0,

WO =1 = i b 1 — acos(w) S0 — i /n 1 — acos(w)
27 J_n 1 — 2acos(w) + a2 27 J_n 1 — 2acos(w) + a2

As can be seen from the figures, the real part of the spectrum becomes more peaked
asa — 1. Eventually, the spectrum consists of a strictly continuous component (except
atw = 0) and an impulsive component. The constant area 27 is split up, as the function
evaluates to 0.5 for w # 0 with @ — 1, between these components and the spectrum
becomes

‘ 1
Joy — - -
X(e’) = n(w) + e and u(n) <= mé(w) + [~ oo O

Example 8.5. Find the DTFT of the dc signal, x(n) = 1.

The dc signal can be written as x(n) = u(n) + u(—n) — é(n). Due to the time-reversal
property, if x(n) <= X(e/®) then x(—n) <= X (e /®). The DTFT of u(—n) is ob-
tained from that of u(n) by replacing w by —w. Therefore, the DTFT of the dc
signal is

1
md(w) + ———— + né(—w) + — 1 =2m6(w)
1 —e /@

| —

Explicitly showing the periodicity of the DTFT spectrum, we get

o0
1 <21 Y 8w+ 2km)

k=—00

That is, the dc signal, which is the complex exponential x(n) = ¢/*" with @ = 0,
has, nonzero spectral component only at the single frequency w = 0. Note that 27 in
the spectral value is a constant factor. O

8.1.2 The Dual Relationship Between the DTFT and the FS

The DTFT is the same as the FS with the roles of time- and frequency-domain functions
interchanged. The analysis equation, with period of the time-domain waveform 7" and
the fundamental frequency wy = 27/ T, of the FS is

1 /3 .
Xs(kwo) = T / x(t)e kot gt k=0,=+1,+2,...

T
2
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Replacing wy by T;, T by ws = 21/ T, w by t, t by w, and k by —k in this equation
we get

@s

1 2 ikoT,
Xs(—kTy) = —/ x(w)e’™ " dw k=0,=+x1,+£2,...

s /=%

This equation is the same as the inverse DTFT with x(kT;) = X.(—kT,) and
X(e/*Ts) = x(w). Due to this similarity,

x(kTy) <= X(/*T) implies X (e'T) = x(t) <= x(—kTy) = Xcs(kao)

For the same periodic waveform, we get two sets of FS coefficients related by
the time-reversal operation because the periodic waveform occurs in the frequency-
domain in the case of the DTFT and in the time-domain in the case of the FS. By
convention, we use a complex exponential with negative exponent in the forward
transform definitions of the FS and the DTFT.

Consider the signal x(¢#) = sin(3¢) shown in Figure 8.4(a) and the corresponding FS
coefficients X s(kwg) = X.5(£3) = F0.5 shown in Figure 8.4(b). From the FS syn-
thesis equation, —0.5je/¥ 4 0.5 je™/* = sin(3¢). Consider the spectrum X(e/*%) =
sin(3w) shown in Figure 8.4(c) and the corresponding x(k75), (x(£3) = % j0.5), shown
in Figure 8.4(d). From the DTFT analysis equation, 0.5 je /3¢ — 0.5 je/3* = sin(3w).

1 sin(3t) jo.5 ° FS

x(t)
L o
N<
A
X“(kwo)
o
o
o
o
lo
o
o

-j0.5
0 3 -3 0 3
t, seconds kw( 7 radians
(a) (b)
1 sin(30) DTFT j0.5 °

-j0.5 Q
-3 0 3
o, radians KT, seconds

(c) (d)

X(Lm)T)

L o

m|'£|’ <
x(kT )

o

o

o

o

o

o

Figure 8.4 (a) One period of the periodic time-domain function x(¢) = sin(3¢); (b) the corresponding
FS spectrum, X (kawy); (c) one period of the periodic frequency-domain function X(e/*"s) = sin(3w);
(d) the corresponding inverse DTFT, x(k7;), which is the time-reversal of X (kwy) in (b)
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8.1.3 The DTFT of a Discrete Periodic Signal

A periodic signal x(n) is reconstructed using its DFT coefficients X (k) as

1= : 2
x(n)=— Y Xk wy=—
N = N

Since the DTFT of /" is 278(w — kwy), we get, from the linearity property of
the DTFT, one period of the DTFT X (e/®) of x(n) as

N-1

X(e") = 21\7; > X(k)S(w — kax)
k=0

Therefore, the DTFT of a periodic signal is a periodic train of impulses with strength
2 X (k) at 3k with period 2.

For example, the DFT of cos((2rr/4)n) is {X(0) = 0, X(1) =2, X(2) =0, X(3) =
2} with N = 4. One period of the DTFT X(e/®) is given as {X(e/%) = 0, X(e/¥) =
8w — 20), X(e2%) = 0, X(ePF) = md(w — 320)).

8.1.4 Determination of the DFT from the DTFT

The DTFT of a finite sequence x(n), starting from n = ng, of length N is given as

) no+N—1 .
X(@ey= > xne
n=ng
The DFT of x(n) is given as
no+N—1
‘ 2
XR)= Y xme o wg= "

N

n=n
Comparing the DFT and DTFT definitions of the signal, we get
X(k) = X(&")wmkan = X(e")

The DTFT spectrum is evaluated at all frequencies along the unit-circle in the complex
plane, whereas the DFT spectrum is the set of N samples of the DTFT spectrum at
intervals of %”

Let the nonzero samples of a signal is defined as {x(—2) = 0, x(—1) = —1, x(0) =

0, x(1) = 1}. The DTFT of x(n) is X(e/?) = —e/® + ¢~/* = — j2sin(w). The set of
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samples of X(e/®), {X(0)=0,X(1)=—j2,X2)=0,X3)= 2}, at =0, 0 =

Z 0 =2% and w = 3% is the DFT of x(n).

8.2 Properties of the Discrete-time Fourier Transform

Properties present the frequency-domain effect of time-domain characteristics and
operations on signals and vice versa. In addition, they are used to find new transform
pairs more easily.

8.2.1 Linearity

The DTFT of a linear combination of a set of signals is the same linear combination
of their individual DTFT. That is,

x(n) < X(®), yn) << Y("), ax(n)+ by(n) < aX(e’®) + bY(e’®),

where a and b are arbitrary constants. This property follows from the linearity property
of the summation operation defining the DTFT.

Consider the signal x(n) = a™!, |a| < 1. This signal can be decomposed as x(n) =
a"u(n) + a "u(—n) — 8(n). The DTFT of a"u(n), from Example 8.3, is ,,w. Due
to time-reversal property, if x(n) <= X(e/®) then x(—n) <:> X(e™ f“’) Therefore
the DTFT of a "u(—n) is obtained from that of a"u(n) as ——. The DTFT of the

signal x(n) = a"!, |a| < 1, due to linearity property, is
1 1 1 —a?

X(e/*) = — + — | =
™) 1 —ae /® 1—aqge 1 — 2acos(w) + a?

8.2.2 Time Shifting

When we shift a signal, the shape remains the same, but the signal is relocated. The shift
of a typical spectral component, X(e/®*)e/®" | by an integral number of sample inter-
vals, ng, to the right results in the exponential, X (e/®)e/®:(1=10) = g=Jj@0 X (gin)gi@a
That is, a delay of n results in changing the phase of the exponential by —w,ng radians
without changing its amplitude. Therefore, if the transform of a time-domain function
x(n) is X(e/?), then the transform of x(n & ng) is given by e/ X(¢/®). That is,

x(n £ ng) = M X (e/?)

Consider the transform pair

0.8)" S -
08 um = 74 5.7



160 A Practical Approach to Signals and Systems

Then, due to this property, we get the transform pair
e~ J2w

0.8)" Dun —2) = — 5
OB un =2 = 175 g

8.2.3 Frequency Shifting

The spectrum, X(e/®), of a signal, x(n), can be shifted by multiplying the signal
by a complex exponential, e¥/*"  The new spectrum is X (e/“F)), since a spectral
component X (e/“+)e/®" of the signal multiplied by e/*" becomes X (e/®+)e /(@ +@0)* and
the spectral value X(e/®) occurs at (w, + wy), after a delay of wy radians. Therefore,
we get

x(n)e:tja)on — X(ej(w:Fwo))

The complex exponential e/ can be considered as the product of the dc sig-
nal x(n) =1 and e/*". From the frequency shift property, we get the transform
pair e/*" &= 278(w — wy). The complex exponential is characterized by the sin-
gle frequency wy alone. Therefore, its spectrum is an impulse at wy in the fun-
damental frequency range from —m to 7. As cos(won) = 0.5(e/™" 4 e~/®0") and
sin(won) = 0.5 j(e= /@ — eJoon),

cos(won) < m(8(w — wp) + 8w + wp))
sin(won) <= jr(8(w + wy) — 8(w — wp))

In Example 8.2, the frequency response of an ideal lowpass filter and its impulse
response were presented. By shifting the frequency response, shown in Figure 8.2(a),
by 7 radians, we get the frequency response of an ideal highpass filter with cutoff
frequency @ — /4 = 37 /4, as shown in Figure 8.5(a). As the frequency response is
shifted by 7 radians, we get the impulse response of the highpass filter by multiplying
that of the lowpass filter by e/™ = (—1)". That is, the impulse response of the highpass
filter is (—1)"sin(’}*)/n7, shown in Figure 8.5(b).

1 0.25
= = OPe®®eoe”, °
0 .o
- 0 3% T 12-8 -4 0 4 8 12
w n

(a) (b)

Figure 8.5 (a) One period of a DTFT spectrum of a highpass filter; (b) the corresponding impulse
response
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8.2.4 Convolution in the Time-domain

The convolution of signals x(n) and i (n) is defined, in Chapter 4, as
oo

ym)y= > x(mh(n —m)

m=—0o0

The convolution of 2(n) with a complex exponential e/ is given as

i . . © . . .
Z h(m)ejwo(n—M) — gloon Z h(m)e /™ = H(e/*0)e/0n

m=—0oQ m=—0o0

As an arbitrary x(n) is reconstructed by the inverse DTFT as
1 7 Co
x(n) = — X(e/*)e!" dw
2m J 5
the convolution of x(n) and h(n) is given by

1 = ) o
y(n) = — X(e’)YH(e!*)e!" dw
2w J

where X(e/?) and H(e/®) are, respectively, the DTFT of x(n) and h(n). The inverse
DTFT of X(e/?)H(e/®) is the convolution of x(n) and h(n). Therefore, we get the

transform pair

00
o -
Consider the rectangular signal

1 for|n| <2
x(n) =
0 for|n|>2

> x(mh(n —m) = L 7X@ HE@)e M dw <= X HE)
2

shown in Figure 8.6(a) and its spectrum shown in Figure 8.6(b). The DTFT of the

signal is sin(%‘”) /sin(%). The DTFT of the convolution of this signal with itself is, due

to the property, (sin(%“’) / sin(%))z. As the convolution of a rectangular signal with itself
is a triangular signal, this DTFT is that of a triangular signal. The triangular signal
and its spectrum, which is positive for all w, are shown, respectively, in Figures 8.6(c)

and (d).
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= e:; period=21
= =1
0
Ote o .
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n ®

() (d)

Figure 8.6 (a) Therectangular signal; (b) its spectrum; (c) the triangular signal, which is the convolution
of the signal in (a) with itself; (d) its spectrum

8.2.5 Convolution in the Frequency-domain

The convolution of two functions in the frequency-domain corresponds to the multi-
plication of the inverse DTFT of the functions in the time-domain with a scale factor.
That is,

2

o . 1 . .
—jon __ v (w—v)
x(n)y(n) <— E x(n)y(n)e " = 27 Jo XY (e’ )dv

n=—oo

Note that this convolution is periodic, since the DTFT spectrum is periodic.
Consider finding the DTFT of the product of the signal sin(n)/mn with itself. One
period of the DTFT of the signal is the rectangular function

{1 for |w| < 1

0 forl <|w|l<m

The convolution of this function with itself divided by 2 is the periodic triangular
function, one period of which is defined as

“’2—” for—2<w<0
T

Z2 for0<w<2
4

0 for-t<w<-2and2 <w<mw
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8.2.6 Symmetry

If a signal is real, then the real part of its spectrum X(e’/®) is even and the imaginary
part is odd, called the conjugate symmetry. The DTFT of a real signal is given by

oo oo

X(e) = Z x(n)e " = Z x(n)(cos(wn) — jsin(wn))

n=—00 n=-—00

Conjugating both sides, we get

o]

X*(e/”) =Y x(n)(cos(wn) + jsin(wn))

n=—oo

Replacing @ by —w, we get X*(e /) = X(e/*). For example, the DTFT of
cos(w,(n — m/4)) = cos(a)a%)cos(a)an) + sin(a)a%) sin(w,n) is

X(e/®) = 7 cos (waZ) (8w — @) + 8 + w,))
+ jrsin (MD (8 + @) — 8w — wy))

If asignal is real and even, then its spectrum also is real and even. Since x(n) cos(wn)
is even and x(n) sin(wn) is odd,

X(e”)=x(0)+2> x(n)cos(wn) and x(n) = 71, / ! X (/) cos(wn)dw
0

n=1

The DTFT of the cosine function is an example of this symmetry.
If asignal is real and odd, then its spectrum is imaginary and odd. Since x(n) cos(wn)
is odd and x(n) sin(wn) is even,

X(e’) = —j2) x(n)sin(wn) and x(n)= i / ! X(e’”) sin(wn)dw
0

n=1

The DTFT of the sine function is an example of this symmetry.

As the DTFT of a real and even signal is real and even and that of a real and odd is
imaginary and odd, it follows that the real part of the DTFT, Re(X (e/?)), of an arbitrary
real signal x(n) is the transform of its even component x,(n) and jIm(X(e/?)) is that
of its odd component x,(n).
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8.2.7 Time Reversal

Let the spectrum of a signal x(n) be X(e/®). Then, x(—n) <= X(e~/®). That is the
time-reversal of a signal results in its spectrum also reflected about the vertical axis
at the origin. This result is obtained if we replace n by —r and w by —w in the DTFT
definition.

8.2.8 Time Expansion

As we have seen in Chapter 2, a signal is compressed or expanded by scaling operation.
The DTFT of the compressed signal, in the discrete case, is unrelated to the DTFT of
the original signal, since part of the data is lost in contrast to merely speeding it up
in the case of a continuous signal. Therefore, consider the case of signal expansion
alone. Let the spectrum of a signal x(n) be X(e/®). If we pad x(n) with zeros to get
y(n) defined as

y(an) = x(n)for —oco <n <oo and y(n)=0 otherwise

where a # 0 is any positive integer, then,
Y(e™) = X (/)

The DTFT of the sequence y(n) is given by

Y(e)= ) ym)e "

n=—00
Since we have nonzero input values only if n = ak, k =0, £1, +2, ..., we get
Y(e') = > yake ' = > x(k)e I = X(e/*)
k=—00 k=—00

Therefore,
y(n) <= X(e/)

The spectrum is compressed. That is, the spectral value at w in the spectrum of
the signal occurs at w/a in the spectrum of its expanded version. If a is negative, the
spectrum is also frequency-reversed.

For example, the DTFT of the signal x(n) shown in Figure 8.7(a) with dots, with
its only nonzero values given as x(—1) = 1 and x(1) = 1, is X(e/*) = /* 4 e7/* =
2 cos(w). Using the theorem, we get the DTFT of y(n) with a =2, shown in
Figure 8.7(a) with unfilled circles, as

Y(e/”) = X(e/**) = 2 cosQw)



The Discrete-time Fourier Transform 165

1 (¢] o
=
=
Ole ® 0 @ o ® ®
4 -2 0 2 4
n o
(a) (b)
1 ® 8«7‘5 A A
2 o t° 3
% 0} 020000 0s000¢0 s?:% A A A A
: .
= Oe o e O K Period=2mn
-1 ) . Q < 0
_In 2n T n
-8 -4 0 4 8 3 3 g 3
n w

() (d)

Figure 8.7 (a) Signal x(n) (dots) and its expanded version y(n) (unfilled circles) with a = 2; (b) the
DTEFT of x(n) (solid line) and that of y(n) (dashed line); (c) signal x(n) (dots) and its expanded version
y(n) (unfilled circles) with a = 2; (d) the DTFT of x(n) (two impulses of strength ) and that of y(n)
(four impulses of strength 7/2)

This result can be verified from the DTFT definition. The DTFT of the signal (solid
line) and that of its expanded version (dashed line) are shown in Figure 8.7(b). Since

the signal is expanded by a factor of two, the spectrum is compressed by a factor of
two.

As another example, consider the cosine signal x(n) = cos((27/8)n), shown in
Figure 8.7(c) by dots, and its DTFT

Xy =m ) (5<w—zg+2nk>+a<w+2;+2nk>)

k=—o00

shown in Figure 8.7(d) with two impulses of strength 7r. The DTFT of y(n) witha = 2,
shown in Figure 8.7(c) by unfilled circles, is

. 0 2 2
Yy =3 (5 <2a)— % +2nk) 4 <2a)+ % +2nk>)

k=—o00

38 (e Fen) o)

—00

(65 e D) bl F) 1 T))



166 A Practical Approach to Signals and Systems

—m < w < m, shown in Figure 8.7(d) with four impulses of strength 7/2 in the fun-
damental frequency range from —r to 7. The expanded time-domain signal is recon-
structed from its spectrum as follows.

y(n) = 0.5 cos (gn) + 0.5 cos ((n - g) n) = 0.5cos (Z”) I+ =DM

(")
=cos | —n
8

for n even and y(n) is zero otherwise.

8.2.9 Frequency-differentiation

Differentiating both sides of the DTFT defining equation, with respect to w, we get
the transform pair

_ dX(e®) _dX(e®)
(—jn)x(n) < q or (n)x(n) < (j)
1) dw
In general,
(—jn)"x(n) < d"XET) ;((’ejw) or (n)"x(n) < (j)" LX) X(f]w)
o™ do™

This property is applicable only if the resulting signal satisfies the existence condi-
tions of the DTFT. Consider the transform pair

d(n —2) &= e
Using the property, we get the transform pair
nd(n —2) <= (j)(—j2)e /> = 2e7 %
8.2.10 Difference
The derivative of a function is approximated by differences in the discrete case.
y(n) = x(n) — x(n — 1) <= Y (™) = (1 — e /)X (')

using the time-shifting property.
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8.2.11 Summation

The summation of a time-domain function, x(n), can be expressed, in terms of its
DTFT X(e/?), as

n LX)
y(n) = Z x() = Y('*) = m

I[=—00

+7X(E)s(w), —-T<w<mw

The transform [X(e/®)/(1 — e=7)] + mX(e/°)8(w) is the product of the transforms
of x(n) and u(n) and corresponds to the convolution of x(n) and u(n) in the time-
domain, which, of course, is equivalent to the sum of the values of x(n) from —oo
to n. The time-summation operation can be considered as the inverse of the time-
differencing operation, if X(e/?) = 0. This justifies the strictly continuous component
of the spectrum. The impulsive component is required to take into account of the
dc component of x(n). This property is applicable only if the resulting signal satisfies
the existence conditions of the DTFT.

Since the DTFT of unit-impulse is one and the unit-step function is a summation
of the impulse, we get, using this property, the DTFT of u(n), over one period, as

u(n)=25(1)<:)(1_le_jw)+n8(a)) —T<w<mw
=0

As another example, consider the signal, shown in Figure 8.8(a), and the resulting
signal, shown in Figure 8.8(b), obtained by summing it. The DTFT of the given signal
is, from the DTFT definition, 1 + e~/©. Using the property, we get the DTFT of its
summation as

14 e /@

— 4+ 2718(w), —TmT<w=<T
1 —e®

The summation of x(n) is y(n), shown in Figure 8.8(b) along with its two components
corresponding to the two terms of the transform.

1 2 e e e e e
-~ ~ 1 O O O O © ® ®  ® ®
s g
= = Ofe e o o o X
Ofe o o o @ b x x o x
-4 -2 0 2 4 -4 -2 2 4
n n
(a) (b)

Figure 8.8 (a) Signal x(n) = u(n) — u(n — 2); (b) y(n) = ZL_OO x(l) (dotted line) and its two com-
ponents
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8.2.12 Parseval’s Theorem and the Energy Transfer Function

As the frequency-domain representation of a signal is an equivalent representation,
the energy of a signal can also be expressed in terms of its spectrum.

oo 1 2 )
E=) 2:—/ X(e™)*d
™= | 1X(e)de

n=—oo

Since x(n) can be considered as the FS coefficients of X(e/®), this expression
is the same as that corresponding to the FS with the roles of the domains inter-
changed. The quantity |X(e/®)|? is called the energy spectral density of the signal,
since (1/2m)|X(e/*)|>dw is the signal energy over the infinitesimal frequency band w
to w + do.

Consider the signal, shown in Figure 8.8(a), and its DTFT 1 + =/, The energy
of the signal, from its time-domain representation, is 12 + 12 = 2. The energy of the
signal, from its frequency-domain representation, is

1 27 . 1 27
) —— / 1+ e—ﬂv|2dw = — (2 +2cos(w))dw =2
27 Jo 21 Jo

The input and output of a LTI system, in the frequency-domain, is related by the
transfer function H(e/?) as

Y(e™) = H(e™)X(e™)

where X(e/®), Y(e/?), and H(e/”) are the DTFT of the input, output, and impulse
response of the system. The output energy spectrum is given by

1Y (e™)|* = Y(e™)Y*(e™)
= H(e)X(e™)H* (") X*(e™) = |H(e™)]*| X (")

The quantity | H(e/®)|? is called the energy transfer function, as it relates the input
and output energy spectral densities of the input and output of a system.

8.3 Approximation of the Discrete-time Fourier Transform

In the computation of the DFT, we usually use the time-domain range from n = 0
ton = N — 1. Due to periodicity of the DFT, we can always get the samples in this
interval even though the data is defined in other intervals. Replacing w by (27r/N)k in
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the DTFT definition, we get

N—1 N—1
X@ T =3 xme TFE = 3" xmWw™ k=0,1,...,N 1
n=0 n=0

Let us approximate the samples of the DTFT spectrum shown in Figure 8.2(a)
using the DFT. The time-domain signal, shown in Figure 8.2(b), is of infinite duration
and, therefore, we have to truncate it. For example, let us take the fifteen samples
x(=7), x(—6), ..., x(6), x(7). The record length of the truncated signal should be such
that most of the energy of the signal is retained in the truncated signal. As the most
efficient and regular DFT algorithms are of length that is an integral power of two, the
truncated data is usually zero-padded. With one zero added and N = 16, the data for
the DFT computation becomes x(0), x(1), ..., x(7), 0, x(=7), ..., x(=2), x(—1), as
shown in Figure 8.9(a). The corresponding DFT spectrum is shown in Figure 8.9(b).
As the spectrum is even-symmetric, only the positive frequency half of the spectrum
is shown. As the number of samples is increased, the spectral samples become more
accurate, as shown in Figures 8.9(c) and (d) with N = 64. Note the Gibbs phenomenon
in the vicinity of the discontinuity of the spectrum.

The spectral samples obtained using the DFT are not exact because of the truncation
of the input data. In effect, the actual data are multiplied by a rectangular window.
Therefore, the desired spectrum is convolved with that of the rectangular window
(asinc function). This results in the distortion of the spectrum. As the level of truncation
isreduced, the distortion also gets reduced. In the end, with no truncation (a rectangular
window of infinite length), we get an undistorted spectrum. As an infinite data length

025p . ] o
-~ . N=16 . _
J . . = .
R 0 L] L] ><
° o ° ® 0 . . . . . .
0 5 10 15 0 2 4 6
n k
() ()
0251, . 1 heesen®
- : N =64 _
= S .
. 0 e ey P00 >
0 JSe%e%etetecccccccccccee
0 20 40 60 0 8 16 24
n k

(c) (d)

Figure 8.9 (a), (c) One period of the periodic extension of the truncated and zero padded aperiodic
discrete signal, shown in Figure 8.2(b), with N = 16 and N = 64 samples, respectively; (b), (d) The
DFT of the signals in (a) and (c), respectively
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is unacceptable for DFT computation, we start with some finite data length and keep
increasing it until the difference between two successive spectra becomes negligible.

8.3.1 Approximation of the Inverse DTFT by the IDFT
Replacing w by (2r/N)k and dw by 27t/ N in the inverse DTFT definition, we get

N—1 N—1
x(n) = ]1, ;0 X (e-i%k) eIk — ;/ ; X (ej%k) Wk n=0,1,...,N—1

Let us approximate the inverse DTFT of the spectrum shown in Figure 8.2(a) by
the IDFT. As always, at points of discontinuity, the average of the left- and right-hand
limits should be taken as the sample value in Fourier analysis. The sample values of the
spectrum with N = 8 are shown in Figure 8.10(a). The IDFT of these samples is shown
in Figure 8.10(b) along with the exact values. Only half of the signal is shown, as it is
even-symmetric. As the number of samples is increased, as shown in Figure 8.10(c),
the time-domain values become more accurate, as shown in Figure 8.10(d). As the
time-domain data length is infinite, the necessary sampling interval of the spectrum is
zero radians. However, as that interval is not practical with numerical analysis, we use
some finite sample interval. That results in time-domain aliasing. As mentioned earlier,
practical signals, with an adequate sampling interval and a sufficient record length, can
be considered as both time-limited and band-limited with a desired accuracy. This fact
enables the use of the DFT and IDFT, which can be computed using fast algorithms,
to approximate the other versions of Fourier analysis.

1 0.25¢ °
— N=8 iy o
= 05 . . = «IDFT °
> R Oinverse DTFT ?
0 . . 0 ®
2 4 6 0 1 2 3 4
k n
(a) (b)
1 poeoe coe 0257 o
— N =32 — M
= . . S ®
g 0.5 ? 0 X
®® ®
0 ecccccecscsscccscsscecs
0 8 16 24 0 4 8 12
k n

(c) (d)

Figure 8.10 (a), (c) Samples of one period of the periodic DTFT spectrum, shown in Figure 8.2(a), with
N = 8 and N = 32 samples, respectively; (b), (d) The IDFT of the spectra in (a) and (c), respectively
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8.4 Applications of the Discrete-time Fourier Transform
8.4.1 Transfer Function and the System Response

The input—output relationship of a LTI system is given by the convolution operation
in the time-domain. Since convolution corresponds to multiplication in the frequency-
domain, we get

yin)= Y x(mh(n —m) < Y(e’) = X(e/*)H(e')

m=—0oQ

where x(n), h(n), and y(n) are, respectively the system input, impulse response, and
output, and X (e/®), H(e/?), and Y (e/*) are their respective transforms. As input is trans-
ferred to output by multiplication with H(e/?), H(e/®) is called the transfer function
of the system. The transfer function, which is the transform of the impulse response,
characterizes a system in the frequency-domain just as the impulse response does in
the time-domain.

Since the impulse function, whose DTFT is one (a uniform spectrum), is composed
of complex exponentials, e/*", of all frequencies from w = —m to w = 7 with equal
magnitude and zero phase, the transform of the impulse response, the transfer func-
tion, is also called the frequency response of the system. Therefore, an exponential
Ael@n+9) g changed to (|H(e/®)|A)e/(@n+E+2HE ) at the output. A real sinu-
soidal input signal A cos(w,n + 0) is also changed at the output by the same amount
of amplitude and phase of the complex scale factor H(e/®). That is, A cos(w,n + 6)
is changed to (| H(e/**)| A) cos(w,n + (6 + £ (H(e/**))). The steady-state response of
a stable system to the input Ae/@" Dy (n) is also the same.

As H(e/®) = Y(e/?)/ X(e’®), the transfer function can also be described as the ratio
of the transform Y (e/®) of the response y(n) to an arbitrary signal x(n) to that of its
transform X(e’/®), provided | X (e/®)| # 0 for all frequencies and the system is initially
relaxed.

Since the transform of a delayed signal is its transform multiplied by a factor, we
can just as well find the transfer function by taking the transform of the difference
equation characterizing a system. Consider the difference equation of a causal LTI
discrete system.

y(n) +ag—1y(n — 1) +ag_ry(n —2)+---+apy(n — K)
=byx(n) + by_1x(n — 1) + -+ + box(n — M)

Taking the transform of both sides, we get, assuming initial conditions are all zero,

YY1 + ag_1e77 + ax_2e7 > + . + age 7K

= X(eja))(bM + bM_leijw + -4 boeijw)
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The transfer function H(e/®) is obtained as

Y(e/?) by + by—1e™7” + -+ + bye M
X(ei)  14ag_1e7/® +ag e~ + - .- + age~ K@

H(e') =

Example 8.6. Find the response, using the DTFT, of the system governed by the
difference equation

y(n) = x(n) 4+ 0.6y(n — 1)

to the input x(n) = cos(%’n + %)

Solution jo
jw) ¢
H =
(e el — 0.6
Substituting w = %”, we get
.21 e]%
H (e]?) - — 1.1471/(—0.6386)
els —0.6

The response of the system to the input x(n):cos(%”n—l—%) is y(n) =
1.1471 cos(¥n +  — 0.6386). O

Example 8.7. Find the impulse response h(n), using the DTFT, of the system gov-
erned by the difference equation

7 1
¥(n) = x(n) = x(n = 1)+ 2x(n = 2) + =y — 1) = = y(n = 2)
Solution 1 — efjw + 267].2&) 1 — e*jw + 267].2(4)

(1 — Leio+ 1—126_12“’) - (1 — %e—/‘“) (1 — ie_/w>

Expanding into partial fractions, we get

H(e/?) =

. 64 87
H(e'®) = 24 + -

(1) T4
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Taking the inverse DTFT, we get the impulse response as

h(n) = 248(n) + <64 (;) — 87 (D) u(n)

The first four values of the impulse response h(n) are

hO)=1, h(l)=—-0.4167, h2)=1.6736, h(3)=1.011 O

Example 8.8. Find the zero-state response, using the DTFT, of the system governed
by the difference equation

y(n) =2x(n) —x(n — 1) + 3x(n — 2) + 29()Y(n -D- Zloy(n -2

with the input x(n) = u(n), the unit-step function.
Solution

—Jjw —Jj20 —jw —Dw
H(e) = 2—e /Y +3e7/ _ 2—e I+ 3e7/

(1 — e i 4 %e‘j2w> (1 - ée—j‘”) (1 - %e—f“’)

With X(e/) = = + (),

2 — e I 4 3720

(1= e (1= L) (1= jer)

Y(e/?) = H(e/)X (/) = + 230778(60)

Expanding into partial fractions, we get

ey 3 o2 B 20
(1 — e /) (1_%6—]@) (1_56—]@) 3

Taking the inverse DTFT, we get the zero-state response.

(n) = (20 + 72 (1)” — @ (1)") u(n)
YW=173 5 3 \4

The steady-state response is (20/3)u(n), the response after the transient response
has died out completely. The first four values of the sequence y(n) are

y0) =2, y1)=19, y2)=4.755 y3)=06.0448 O
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The transfer function concept can still be used, even if the initial conditions of
a system are nonzero. In that case, we have to assume that additional inputs are
applied to the system at the instant the system is turned on, which will produce the
same response as do the initial conditions. However, the z-transform is relatively
easier for system analysis. In addition, it can handle a larger class of signals and
systems than can be analyzed by the DTFT. Wherever the DTFT is more suitable,
it is better for numerical analysis as it can be approximated by the DFT using fast
algorithms.

8.4.2 Digital Filter Design Using DTFT

Digital filters are widely used in signal processing applications. Usually, the spec-
ification of a filter is given in terms of its frequency response. As the filter, which
is a system, is characterized by its impulse response, the design of a filter is to de-
termine its impulse response. Therefore, one way of finding the impulse response
is to find inverse DTFT of its frequency response. For example, the frequency re-
sponse and the corresponding impulse response of an ideal lowpass filter are shown,
respectively, in Figures 8.2(a) and (b) and those of a highpass filter are shown, re-
spectively, in Figures 8.5(a) and (b). A system with this type of impulse response is
not practically implementable because: (i) As the impulse response is not absolutely
summable, it is an unstable system; (ii) the impulse response is noncausal. The first
problem is overcome by truncating part of the impulse response. The second problem
is solved by shifting the impulse response to the right so that it becomes causal. With
these modifications of the impulse response, of course, the filter response will not be
ideal.

We prefer the response of the actual filter to converge uniformly to that of the ideal
filter. But, in Fourier analysis, the convergence criteria is with respect to the square
error. That is, there is a 9% deviation of the frequency response at the band edges
(discontinuities) of the filter. This problem can be reduced by using window functions
to smooth the truncated impulse response. This time the price that is paid is of longer
transition bands.

8.4.3 Digital Differentiator

In this subsection, we derive the impulse response of the digital differentiator from its
frequency response. This differentiator takes the samples of a continuous signal x(¢)
and produces the samples of its derivative. The periodic frequency response, shown
in Figure 8.11(a) over one period, of the ideal digital differentiator is defined as

HE”) = jo, —-t<w<m
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Figure 8.11 (a) The frequency response of the ideal digital differentiator; (b) the frequency response
of the ideal Hilbert transformer

For example, the input and the output of the differentiator are

sin(won) < ja(8(w + wp) — 8w — wp))
Jr(H(—wed(w + wy) — wed(w — wp)) <= wg cos(won)

The impulse response of the ideal differentiator is obtained by finding the inverse
DTFT of its frequency response.

1 = , (Gl VAR 0
h(n) = 7/ Jwe! dw = cos(zmn) = { n orn 7 —00 <n <00
T

— n 0 forn =0

As the frequency response of the differentiator is imaginary and odd-symmetric,
the impulse response is real and odd-symmetric.

8.4.4 Hilbert Transform

Although most practical signals are real-valued, we need, in applications such as the
sampling of bandpass signals and single-sideband amplitude modulation, a complex
signal whose real part is the given real signal x(n) and the imaginary part is the Hilbert
transform of x(n). In the Hilbert transform, every real frequency component of a real
signal x(n) is shifted to the right by —m/2 radians. That is, a phase of —m/2 radians is
added. For example, the Hilbert transform of sin(wn) is sin(wn — 7/2) = — cos(wn).
Most of the transforms have two domains, whereas there is only one domain in the
Hilbert transform. Consider the complex signal formed with the real part being a real
signal and the imaginary part being its Hilbert transform. The spectral values of this
complex signal are zero for negative frequencies (a one-sided spectrum). The complex
signal formed by the sine signal and its Hilbert transform is

sin(wn) — jcos(wn) = — je/™"

The DFT of sin(wn), with N samples in a cycle, is —jN/2 at w and jN/2 at —w
whereas that of — je/*" is —jN at w only. Similarly, a transform with its imaginary
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part being the Hilbert transform of its real part, for example the transfer function
of a causal system, corresponds to a one-sided time-domain signal. In this subsec-
tion, the impulse response of the Hilbert transformer is derived from its frequency

response.

Figures 8.12(a) and (b) show the signal

16
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Figure 8.12 (a) An arbitrary signal; (b) its DFT; (c) the Hilbert transform of signal in (a) and (d) its
DFT; (e) the signal in (c) multiplied by j and (f) its DFT; (g) the sum of signals in (a) and (e), and (h) its

one-sided DFT spectrum
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and its DFT spectrum, respectively. Figures 8.12(c) and (d) show the Hilbert transform
of the signal in (a)

. (27 b4 3 2 b4 in (s 2 T
xH(n)_51n(16n 2>+cos< 16n 2)+sm< n >

and its spectrum, respectively. The dc component 0.3 and the component with fre-
quency 7, cos(rn), become sine terms with frequencies O and 7 radians. At these
frequencies, the samples of the sine wave are all zero. The differences between the
spectra in (b) and (d) are that the values at index k = 0 and at k = % = 8 are zero in
(d), the values of the other positive frequency components in (b) are multiplied by — j,
and those of the negative frequency components in (b) are multiplied by j. Therefore,
the spectrum of a real signal modified in this way is the DFT of its Hilbert transform
and its IDFT gives the Hilbert transform of the signal.

The signal jxy(n) and its spectrum are shown in Figures 8.12(e) and (f), respectively.
Compared with the spectrum in Figure 8.12(b), the coefficients at index kK = 0 and
at k = N/2 = 8 are zero, the coefficients of the positive frequency components are
modified by j(—j) = 1, and those of the negative frequency components are modified
by j(j) = —1. Therefore, the spectrum is the same as in (b) with the values of the
negative frequency components negated and the values with indices 0 and 8 zero. The
complex signal x(n) + jxy(n) and its spectrum are shown in Figures 8.12(g) and (h),
respectively. The spectral values in (h) with indices from 1 to 7 are twice of those in
the first half of (b). Values with indices 0 and 8 are the same and the rest of the values
are zero.

The periodic frequency response, shown in Figure 8.11(b) over one period, of the
ideal Hilbert transformer is defined as

H(ej“’)z{_j forO<w<m

j for—m<w<0

The impulse response of the ideal Hilbert transformer is obtained by finding the inverse
DTEFT of its frequency response.

1 /7 . 1 0 .
h(n) = —/ —je!"dw + — / je'"dw
2w Jo 21 g

— 0 <n <0

_ % forn #0
0 forn =0
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8.5 Summary

o In this chapter, the DTFT, its properties, its applications, and its approximation by
the DFT have been presented.

e The DTFT analyzes aperiodic discrete signals in terms of a continuum of discrete
sinusoids over a finite frequency range. Due to the discrete nature of the signal with
an infinite range, the DTFT spectrum is periodic and continuous.

e There is a dual relationship between the FS and the DTFT.

e The spectral analysis of discrete signals, design of filters, and LTI discrete system
analysis are typical applications of the DTFT.

e As is the case with the other versions of the Fourier analysis, the DTFT is also
approximated by the DFT.

Further Reading

1. Sundararajan, D., Digital Signal Processing, Theory and Practice, World Scientific, Singapore, 2003.
2. Lathi, B. P., Linear Systems and Signals, Oxford University Press, New York, 2004.
3. Guillemin, E. A., Theory of Linear Physical Systems, John Wiley, New York, 1963.

Exercises
8.1 Find the DTFT of

{ 1 forO<n<N
x(n) = )
0 otherwise
With N = 5, compute the values of X(e/®) of x(n) at w = 0, 7.
*8.2 Find the DTFT of

{ 1 for—=N<n<N

x(n) = .

0 otherwise

With N = 5, compute the values of X(e/®) of x(n) at w = 0, 7.

8.3  Find the DTFT of x(n) = (a)" cos(won)u(n), a < 1. With wyg = /2 and a =
0.9, compute the values of X(e/?) of x(n) at w = 0, 7.

*8.4 Find the DTFT of x(n) = (a)" sin(won)u(n), a < 1. With wy = 7/2 and a =
0.7, compute the values of X(e/?) of x(n) at w = 0, 7.

8.5  Apply a limiting process, as N — o0, so that

cos(won) for|n| < N
x(n) =
0 for [n| > N

degenerates into the cosine function and, hence, derive the DTFT of the signal
cos(won), —00 < n < 0Q.
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8.6

8.7

8.8

8.9

Apply a limiting process, as a — 1, so that @ cos(won), a < 1 degenerates
into cos(won) and, hence, derive the DTFT of the signal cos(won), —oo < n
< 00.

Apply a limiting process so that x(n) degenerates into the dc function and,
hence, derive the DTFT of the dc function, x(n) = 1.

1 forjn| <M
8.7.1 x(n) = as M — oo.
0 forln|>M

872 x(n)=a", 0 <a<lasa— 1.
8.7.3 x(n) = M a5 g — 0.
Given the descrlptlon of the periodic signal x(¢) over one period, find its FS.
Then, using the duality property, find the corresponding DTFT pair. Verify the
DTFT pair using the inverse DTFT equation.
2 for0O<t<?2
8.8.1 x(t) =
-2 for2<t<4
882 x(t)y=151, 0<t<?2.
it for0<t<15
883 x(t) =14,
33—1 forl5=<r<3
Find the DTFT of x(n).
8.9.1 x(n) =2cos (%n+7).

8.9.2 x(n) = jésin (—n - 7).

6
8.9.3 x(n) = 2e/(¥1+%),
8.94 x(n) = u(n — 2).
*8.9.5 x(n) = (0.6)"u(n — 2).

8.10 Given the sample values over a period of a periodic sequence, find its DTFT

8.11

using the DFT.
8.10.1 {x(0) =2, x(1) =3,x12) =1, x(3) = 4}.
*8.10.2 {x(0) =4, x(1) =1, x(2) = 2, x(3) = 3}.
8.10.3 {x(0) =3, x(1) =4, x2) = -2, x(3) = 1}.
Find the DTFT, X(e/®), of x(n). Find also the DFT, X (k), of x(n) with N =
4. Verify that the DFT values correspond to the samples of X(e/?) at w =
0,7/2, m 3m/2.
8.11.1 {x(n),n = 1,4} and x(n) = 0 otherwise.
, 0} and x(n) = 0 otherwise.
, 0,0} and x(n) = O otherwise.
, 3} and x(n) = 0 otherwise.
,2,—2} and x(n) = 0 otherwise.

[\)wl\)ol

8.11.5 {x(n),n=0,1,2,3} =

8.12 Find the DTFT of the signal

(n) = 1 forn>0
= —1 forn <O

using the linearity property.
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8.13

8.14

8.15

8.16

8.17

8.18

8.19

8.20

8.21

8.22

Find the DTFT of the signal x(n) = (n 4+ 1)(0.7)"u(n) using the linearity prop-

erty. Find the spectral values at = 0, 7.

Find the DTFT of the signal x(n) =0, n < 0, x(0) = 2, x(1) = 2, and x(n) =

5, n > 1using the transform of u(n), and linearity and time-shifting properties.

Find the DTFT of the signal with its nonzero values defined as x(n) =

(0.6)", 0 < n < 7 using the transform of (0.6)"u(n), and the linearity and time-

shifting properties.

Find the inverse DTFT of X(e/) using the linearity property.

8.16.1 X(e/) =
"8.16.2 X(e'”) = =gy =025 7"

Find the impulse response 4;(n) of an ideal lowpass filter with cutoff frequency

mr/3 radians. Using the frequency-shifting property and the /4;(n) obtained, find

the impulse response 4 (n) of an ideal highpass filter with cutoff frequency

2m /3 radians.

Find the DTFT of the signal

1
(1-0.5¢772)(1—0.4e=7) *
1

1 for—=N<n<N
x(n) = )
0 otherwise

using the DTFT of shifted unit-step signals.
Using the frequency-shifting property, find the inverse DTFT of

1

X(e™) =
" (1 — 0.6e~7(=3))

Find the DTFT of the signal x(n) = e/*"u(n) using the frequency-shifting

property.

Find the convolution of the finite sequences x(n) and i(n) using the DTFT.

*8.21.1 {x(n), n=0,1,2,3} ={1,0,2,3} and {h(n), n=1,2,3} ={-2,
1, —4}.

8212 {x(n), n=-4,-3,-2,—-1} ={3,1,0,—4} and {h(n), n = —4,
-3,-2,—-1}={1,0, -1, 3}.

8.21.3 {x(n), n=-1,0,1} ={2,0,3} and {h(n), n=-1,0,1} = {-3,
2,2}

Using the time-domain convolution property, find the DTFT of the convolution

of x(n) and h(n).

8.22.1 x(n) = (0.5)"u(n) and h(n) = x(n).

8.22.2 x(n) = (0.6)"u(n) and h(n) = u(n).

8.22.3 x(n) = (0.7)"u(n) and h(n) = (0.3)"u(n).
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8.23

8.24

8.25

8.26

8.27

8.28

*8.29

8.30

Using the frequency-domain convolution property, find the DTFT of the product
of x(n) and h(n).

8.23.1 x(n) = 2sin(n) and h(n) = cos(n).

8.23.2 x(n) = eU™ and h(n) = u(n).

Using the time-expansion property, find the DTFT of the signal y(n) defined as

y(an) = x(n) for —oco <n <oo and y(n) =0 otherwise

8.24.1 x(n) = 3, |n| <2 and x(n) = 0 otherwise, and a = 2.
*8.24.2 x(n) = (0.6)"u(n) and a = —4.

8.24.3 x(n) = 3 and a = 2.

8.24.4 x(n) = u(n) and a = 3.

8.24.5 x(n) = u(n — 2) and a = 2.

8.24.6 x(n) =cos (Z(n— 1)) anda = 2.

Find the DTFT of the signal x(n) = n(0.8)"u(n) using the multiplication by
n property.

Using the time-summation property, find the DTFT of the summation

n

yin) =Y x()

I=—00

8.26.1 x(—1) =2, x(1) = —2 and x(n) = 0 otherwise.
8.26.2 x(n) = 8(n + 2).
8.26.3 x(n) = u(n + 2).

*8.26.4 x(n) = (0.6)"u(n).
Verify Parseval’s theorem.
8.27.1 x(=1) =1, x(1) = —1, and x(n) = 0 otherwise.
8.27.2 x(n) = 1),
Find the DTFT of x(n) = (0.4)"u(n). Compute the samples of X(e/?) of x(n)
using the DFT with N = 4. Compare the DFT values with the exact sample
values of X(e/®).
Find the DTFT of x(n) = (0.3)"u(n). Approximate the values of x(n), using the
IDFT with N = 4, from the samples of the DTFT of x(n). Compare the IDFT
values with the exact values of x(n).
Using the DTFT, find the impulse response /(n) of the system governed by the
difference equation

y(n) =2x(n) —3x(n — 1)+ 2x(n — 2) + Zy(n -1 - éy(n —-2)

with input x(n) and output y(n). List the first four values of h(n).
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*8.31

8.32

8.33

8.34

*8.35

8.36

8.37

Using the DTFT, find the impulse response /(n) of the system governed by the
difference equation

11 1
Yn) = x(n) —4x(n — 1) = 5y(n = 1) — =y(n — 2)

with input x(n) and output y(n). List the first four values of A(n).
Using the DTFT, find the impulse response /(n) of the system governed by the
difference equation

11 2
= —yn—1)— —yn -2
y(n) = x(n) + 15y(n ) 15y(n )
with input x(n) and output y(n). List the first four values of h(n).

Using the DTFT, find the frequency response of the system governed by the
difference equation

y(n) = x(n) + 0.8y(n — 1)

Deduce the steady-state response of the system to the input x(n) = cos(%”n —
Pu(n).

Using the DTFT, find the zero-state response of the system governed by the
difference equation

7 1
yn) = x(n) = 2x(n — 1) + 3x(n =) + Syl = 1) = 5yn = 2)

with the input x(n) = u(n), the unit-step function.
Using the DTFT, find the zero-state response of the system governed by the
difference equation

1
y(n) =3x(n) +2x(n — 1) + x(n — 2) + 185y(n — D=5y - 2)

with the input x(n) = (3)"u(n).
Find the Hilbert transform xg(n) of the signal.
8.36.1 x(n) =2 — cos*(n).
*8.36.2 x(n) = (—1)" 4 sin*(0.5n).
Find the Hilbert transform xgy(n) of the signal {x(n), n=0,1,2,3} =
{4, 5, 4, 3} using the DFT and the IDFT.
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The Fourier Transform

The FT is the frequency-domain representation of continuous aperiodic signals in
terms of a continuum of sinusoids over an infinite frequency range. Compared with
the FS, as the period of the periodic waveform tends to infinity, the waveform becomes
aperiodic and the interval between the spectral points tends to zero, resulting in a
continuous aperiodic spectrum. Compared with the DTFT, as the sampling interval of
the time-domain waveform tends to zero, the waveform becomes continuous and the
period of the spectrum tends to infinity, resulting in the continuous periodic spectrum
of the DTFT becoming a continuous aperiodic spectrum.

In Section 9.1, we derive the FT, starting from the definition of the DTFT. The prop-
erties of the FT are presented in Section 9.2. The FT of mixed class of signals is derived
in Section 9.3. In Section 9.4, the approximation of the samples of the FT by those of
the DFT is described. Some typical applications of the FT are presented in Section 9.5.

9.1 The Fourier Transform
9.1.1 The FT as a Limiting Case of the DTFT

The FT is the same as the DTFT with the sampling interval of the time-domain
waveform tending to zero. Consider the samples of the continuous sinc function,
sin(51)/7t, with sampling interval 7 = 1 s and its DTFT spectrum, multiplied by 75,
shown, respectively, in Figures 9.1(a) and (b). The DTFT spectrum is periodic with
period 27 /Ty = 27 /1 radians.

Reducing the sampling interval by a factor of two results in the doubling of the
period of the spectrum, as shown in Figures 9.1(c) and (d). As the number of samples
is increased, the amplitude of the spectrum will also increase. But the product of
the amplitude and the sampling interval approaches a finite limiting function. As the

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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Figure 9.1 (a) Samples of the sinc function sin (%t) /mt, with T, = 1 s; (b) its DTFT spectrum, multi-

plied by Ty, with period 2z radians; (c¢) sinc function with 7; = 0.5 s; (d) its DTFT spectrum, multiplied
by T, with period 47 radians

sampling interval tends to zero, the time-domain waveform becomes continuous with
a corresponding aperiodic spectrum.

The foregoing argument can be, mathematically, put as follows. Substituting for
X(e/*Ts) and 1/w; replaced by T,/2m in Equation (8.4), we get

T. r%5 . ad .
x(nTy) = — / N x(1Te M ) dw
2m ) I=

=—0
As T tends to 0, w; tends to oo, nT, and [T, become, respectively, continuous time

variables ¢ and 7, differential dt formally replaces 7§, and the summation becomes an
integral. Therefore, we get

1 00 00 . . 1 (&9 X
x(t) = —/ (/ x(r)e"‘”dr) e’dw = —/ X(jw)e’™ dw
27 J 0o \J-0 27 J-o

The FT X(jw) of x(¢) is defined as

X(jow) = / Y xpe i ds ©.1)

—0o0

The inverse FT x(¢) of X(jw) is defined as

x(t) = 2171 /_ - X(jw)e'™ dw 9.2)
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The FT represents a continuous aperiodic signal x(¢) as integrals of a continuum
of complex sinusoids (amplitude (1/27)X(jw)dw) over an infinite frequency range.
Although the amplitudes are infinitesimal, the spectrum X(jw) (actually the spectral
density) gives the relative variations of the amplitudes of the constituent complex
sinusoids of a signal. When deriving closed-form expressions for X(jw) or x(z),

o0 1 o
X(jO) = / x(t)dt and x(0) = — / X(jo)dw
—00 21 J—o0
which can be easily evaluated, are useful to check their correctness. By replacing w
by 2nf and since dw = 27d f, Equations (9.1) and (9.2) can be expressed in terms of
the cyclic frequency f as

X(j2nf) = / x()e ?dr  and  x(r) = / X(j27f)e’*™d f
—00 —00
The Gibbs phenomenon is common to all forms of Fourier analysis, whenever a con-
tinuous function, with one or more discontinuities, is reconstructed in either domain.

9.1.2 Existence of the FT

Any signal satisfying the Dirichlet conditions, which are a set of sufficient conditions,
can be expressed in terms of a FT. The first of these conditions is that the signal x(¢) is
absolutely integrable, that is [ |x()|df < co. From the definition of the FT, we get

o0 o0

Since |e /| =1,

o0

|Mmm/|wwr

Hence, the condition ffooo |x(#)|dt < oo implies that X(jw) will exist. The second
condition is that the number of finite maxima and minima of x(¢) in any finite interval
must be finite. The third condition is that the number of finite discontinuities of x(z)
in any finite interval must be finite. Most signals of practical interest satisfy these
conditions.

As Fourier analysis approximates a signal in the least-squares error sense,

o0 1 o0 .
/uw%—gfmmmwmo

the FT X (jw) of a square integrable signal, ffooo |x()|?dt < 00, also exists.
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Figure 9.2 (a) The pulse x(z) = u(t + 0.25) — u(t — 0.25); (b) its FT spectrum

Example 9.1. Find the FT of the rectangular pulse x(¢) = u(t + a) — u(t — a).

Solution
As x(1) is even,

a . a 2 si
X(jw) = / e dr = 2 / cos(onds = 25N
—a 0

2 sin(wa)
ut+a)—u(t —a) <— ——

The pulse and its FT are shown, respectively, in Figures 9.2(a) and (b) with
a = 0.25. O

The function of the form sin(wa)/w, a specific case shown in Figure 9.2(b), is
called the sinc function that occurs often in signal and system analysis. It is an even
function of w. At w = 0, the peak value is a, as éirr(l) sin(@) = 6. The zeros of the sinc

function occur whenever the numerator argument (wa) of the sine function is equal
to £, 27, .... That is, at w = +n/a, £2x/a, .. .. For the specific case, the zeros
occur whenever o equals a multiple of 47. The area enclosed by the sinc function is
m irrespective of the value of a, as, by finding the inverse FT of X(jw) in Example 9.1
with r = 0,

1 [ 25i
"(O):*/ de:l
27 J -0 w

It is also known that the area enclosed by the function is equal to the area of the
triangle inscribed within its main hump. The sinc function is not absolutely integrable.
But, it is square integrable and, hence, is an energy signal.

As a — 0, the function sin(wa)/aw is expanded and, eventually, degenerates into
a dc function. The first pair of zeros at w = =£/a move to infinity and the function
becomes a horizontal line with amplitude one. As a becomes larger, the numerator
sine function sin(wa) of sin(wa)/mw alone is compressed (frequency of oscillations
is increased). As a consequence, the amplitudes of all the ripples along with that of
the main hump increase with fixed ratios to one another. While the ripples and the
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main hump become taller and narrower, the area enclosed by each and the total area
enclosed by the function remains fixed. In the limit, as a — oo, the main hump and
all the ripples of significant amplitude are concentrated at @ = 0 and sin(wa)/mw
degenerates into a unit-impulse.

Example 9.2. Find the FT X(jw) of the real, causal, and decaying exponential signal
x(1) = e “u(t), a > 0. Find the value of x(0) from X(jw).

Solution

_ . 00
e (a+ jo)t

1
0 a+ jo

X(jo) = /oo e eIt = /oo e”@tiNgy = —
0 0

a+ jo

1
a+ jo

1 [ 1 1 [ a Jj o[ w
x(()):—/ - dw:—/ 7da)——/ ——dw
27 Jooo a + jw 27 J—oo @* + a? 27 oo @* + a?

As the imaginary part of X(jw) is odd, its integral evaluates to zero. Therefore,

1 [® a 1o d(%) 1 fo\[® 1
0= [ e = (D)=
—00 .—oo(g) 41 . a/ |-«

e u(t), a >0

a

The value of x(¢) at t = 0 is always 1/2 for any value of a. Note that the Fourier
reconstructed waveform converges to the average of the right- and left-hand limits at
any discontinuity. O

For some signals, such as a step signal or a sinusoid, which are neither absolutely
nor square integrable, the FT is obtained by applying a limiting process to appropriate
signals so that they degenerate into these signals in the limit. The limit of the corre-
sponding transform is the transform of the signal under consideration, as presented in
the next example.

Example 9.3. Find the FT of x(¢#) = u(#), the unit-step function.

Solution
As u(t) is not absolutely or square integrable, we consider it as the limiting form
of the decaying exponential, e~“u(t), a > 0, as a — 0. Therefore, as the FT of the
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exponential is 1/(jw + a), the FT of u(z) is given by

jo ) a 1

1
X(jw) = lim = lim — lim =
(G ) a—0 jo +a a—0 w? + a2 a—0 @2 + a?

lim
a—0 w2 +a*>  jo

The area under the real part of X(jw) is & regardless of the value of a, as found
in Example 9.2. As a — 0, the value of this function tends to zero at all values of w
except when w = 0, where its area is 7. Therefore

. a
ot

and

u(t) < né(w) + i
jo

That is, the spectrum of the unit-step function is composed of an impulsive com-
ponent wd(w) (an impulse of strength 7 at w = 0) and a strictly continuous (except
at w = 0) component 1/ jw. The real part of the transform 78(w) corresponds to the
even component u.(¢) = 0.5 of u(¢) and the imaginary part 1/ jw corresponds to the
odd component u,(t) = —0.5, t < 0 and u,(t) = 0.5, t > 0.

Figure 9.3 depicts the limiting process by which a real exponential function degen-
erates into a unit-step function. Figures 9.3(a) and (c) show, respectively, the signal
e~ “u(t) with a = 1 and a = 0.1. Figures 9.3(b) and (d) show, respectively, their cor-
responding spectra. The real part of the spectrum (continuous line) is an even function

3 05
=
= 0 . .
¥maginary  _
-0.5 S e =T
-2 0 2
t (0]
(a) (b)
1 10
e~ “u(t), a=0.1 —
S 3 y
= < =
= 0 = | ==
7
0 -5 L
0 1 -2 0 2
t (0]

(©) (d)

Figure 9.3 (a) x(t) = e “u(t), a = 1; (b) its FT spectrum (the real part of the FT is shown by the
continuous line and the imaginary part is shown by the dashed line); (¢) x(¢) = e~ “u(t), a = 0.1; (d) its
FT spectrum
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with a peak value of 1/a at w = 0 and the imaginary part (dashed line) is an odd func-
tion with peaks of value +1/2a at ® = Fa. As a — 0, the real part becomes more
peaked and, eventually, degenerates into an impulse of strength 7, that is w8(w). The
imaginary part becomes a rectangular hyperbola in the limit. O

Example 9.4. Find the FT of the unit impulse signal x(z) = ().

Solution
Using the sampling property of the impulse, we get

X(jw) = / 8(1)e 7' dr = e I0 / s()dr = 1 and (1) 1

The unit impulse signal is composed of complex sinusoids, with zero phase shift,
of all frequencies from w = —o00 to @ = oo in equal proportion. That is,

8(t) = py [w e'dw = 7 [m cos(wt)dw = ;/0 cos(wt)dw 0

Example 9.5. Find the inverse FT of X(jw) = §(w).

Solution

| ) 1
x(t) = — / S(w)e’'dw = — and 1 < 271(w)
27 J—co 21

An impulse at @ = 0 properly represents the dc signal, since it is characterized
by the single frequency w = 0 alone. That is x(f) = e/*' with wy = 0. Similar to
the DFT, the scale factor 1/2x is included in the inverse transform. Therefore, the
spectrum of dc is an impulse at @ = 0 with strength 27 rather than one. The placement
of the constant in the forward or inverse definition of a transform is a matter of
convention. O

Example 9.6. Find the inverse FT of X(jw) = §(w — wyp).

Solution
1 o jwt 1 jawot jwot
x(t) = — / 8w — wp)e!dw = —e'™ and e/ = 2m8(w — wy)
271 J-o 2w

That is, the spectrum of the complex sinusoid e/ is an impulse at w = w, with
strength 2. O



190 A Practical Approach to Signals and Systems

9.2 Properties of the Fourier Transform

Properties present the frequency-domain effect of time-domain characteristics and
operations on signals and vice versa. In addition, they are used to find new transform
pairs more easily.

9.2.1 Linearity

The FT of a linear combination of a set of signals is the same linear combination of
their individual FT. That is,

x(t) <= X(jw) V(1) <= Y(jw) ax(t) + by(t) <= aX(jw) + bY (jw),

where a and b are arbitrary constants. This property follows from the linearity property
of the integral defining the FT. Consider the signal defined as

) = 1 fort>0
= -1 fort<O

This signal can be expressed as (2u(#) — 1). Substituting the respective FT, we get
the FT of x(¢) as 2(7é(w) + (1/ jw)) — 278(w) = 2/ jw.

9.2.2 Duality

The forward and inverse FT definitions differ only by the reversed algebraic sign
in the exponent of the complex exponential, the interchange of the variables ¢ and w, and
the constant 1/27 in the inverse FT. Due to this similarity, there exists a dual relation-
ship between time- and frequency-domain functions. Consider the inverse FT defined
as

1 [ .
x(t) = —/ X(jw)e’ dw
21 J-0
By replacing t by —t, we get
1 00 . 00 .
x(—t) = —/ X(jw)e 7'dw and 2mx(—t) = / X(jw)e 7“'dw
27 —00 —00
This is a forward transform with 2mwx(—t) being the FT of X(jw). To put it
another way, we get 2x(—t) by taking the FT of x(¢) twice in succession, 2wx(—t) =
FT(FT(x(2))). Let x(t) <= X(jw). If we replace the variable w in the frequency-

domain function by £¢, then the corresponding frequency-domain function is obtained
by replacing the variable ¢ by Fw in the original time-domain function multiplied
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by 2m. For an even x(t), as X(jw) is also even, the sign change of either 7 or w is not
required. For example, consider the FT pairs

cos(2t) <= w(8(w +2) + §(w — 2)) and sin(3t) <= jr(6(w + 3) — 8(w — 3))
Using the property, we get the transform pairs

2cos(2(—w)) = 2cosRw) < (8(t+2)+ 4(t — 2))
2sin(3w) <= j(6(—t + 3) — 8(—t — 3)) = j(8(t — 3) — 8(¢t + 3))

9.2.3 Symmetry

If a signal x(¢) is real, then the real part of its spectrum X ( jw) is even and the imaginary
part is odd, called the conjuagte symmetry. The FT of x(#) is given by

X(jw) = / - x(t)e_j“”dt = / - x(t)(cos(wt) — j sin(wt))dt

—00 —00

Conjugating both sides, we get

X (jw) = /oo x(t)(cos(wt) + j sin(wt))dt

Replacing w by —w, we get X*(— jw) = X(jw). An example is

1 jo
jo+1 o*4+1 o*+1

x(t) = e 'ut) &= X(jw) =

If a signal x() is real and even, then its spectrum also is real and even. Since
x(1) cos(wt) is even and x(¢) sin(wt) is odd,

X(jw) = 2/0OO x(t)cos(wt)dt and x(t) = jlr/ooo X(jw) cos(wt)dw

The FT 7(8(w 4 1) + 6(w — 1)) of cos(¢) is an example of the FT of an even function.
Similarly, if a signal x(¢) is real and odd, then its spectrum is imaginary and odd.

X(jw) = —j2 /Ooo x(t)sin(wt)dt and x(t) = i /Ooo X(jw) sin(wt)dw

The FT jn(§(w + 1) — 6(w — 1)) of sin(¢) is an example of the FT of an odd function.
As the FT of a real and even signal is real and even and that of a real and odd is
imaginary and odd, it follows that the real part of the FT, Re(X(jw)), of an arbitrary



192 A Practical Approach to Signals and Systems

real signal x(¢) is the transform of its even component x.(¢) and j Im(X(jw)) is that of
its odd component x,(t).

9.2.4 Time Shifting

When we shift a signal, the shape remains the same but the signal is relocated. The shift
of a typical spectral component, X (jw, )e/®, by t, to the right results in the exponential,
X(jw,)e/® =10 = e~ X(jw,)e/*. That is, a delay of #, results in changing the
phase of the exponential by —w,#( radians without changing its amplitude. Therefore,
if the FT of x(¢) is X(jw), then

x(t % 1) = e X(jw)

Consider the FT of cos(2t), m(§(w + 2) 4+ 6(w — 2)). Now, the FT of cos(2(¢ — %)) =
cos(2t — 7) = sin(21) is

(e 8w + 2) + e 5 8(w — 2)) = jr(8(w + 2) — 8w — 2))

9.2.5 Frequency Shifting

The spectrum, X(jw), of a signal, x(¢), can be shifted by multiplying the signal by
a complex exponential, e/’ The new spectrum is X(j(w F wy)), since a spectral
component X(jw,)e/ of the signal multiplied by ¢/’ becomes X(jw,)e/ @«
and the spectral value X(jw,) occurs at (w, + wp), after a delay of wy radians.
That is,

x()et " = X(j(w F wp))

Duality applies for both transform pairs and properties. This property is the dual of
the time-shifting property.
Consider the FT pair e >'u(t) <= ﬁ The FT of

(ej3t + e—j3t)

e 2 cos(3u(r) = e 5

u(t)

is

1( 1 N 1 )_ 2+ jo
2\ 24+ jw—=3) 24 jw+3)) Q4+ jw?+9
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9.2.6 Convolution in the Time-domain

The convolution x(¢) *x h(t) of signals x(¢) and h(¢) is defined, in Chapter 5, as

y(t) = x(t) * h(t) = /oo x(Dh(t — 1)dt

—0o0

The convolution of 4(¢) with a complex exponential e/’ is given as
/ h(r)e/™ =T = /™! / h(v)e " dt = H(jwy)e!™"
—00 —00

As an arbitrary signal x(¢f) is reconstructed by the inverse FT as x(¢) =
% [0 X(jw)e dw, | the convolution of x(f) and h(f) is given by y(r) =
% jfooo X(jw)H(jw)e!*'dw. The inverse FT of X(jw)H(jw) is the convolution of x(r)
and A(t). That is,

/oo x(Dh(t — 1)dt = % /oo X(jw)H(jw)e’ dw <= X(jw)H(jw)

—0o0

Therefore, convolution in the time-domain corresponds to multiplication in the
frequency-domain. This property is one of the major reasons for the dominant role of
the frequency-domain analysis in the study of signals and systems.

The convolution of a rectangular pulse, centered at the origin, of width a and height
1/a with itself yields a triangular waveform, centered at the origin, with width 2a and
height 1/a. Figures 9.4(a) and (b) show, respectively, these waveforms with a = 2.
Since convolution in the time-domain corresponds to multiplication in the frequency-
domain and the FT of the rectangular pulse is 2 sin(%*)/aw, we get the FT of the
triangular waveform as

X(jo) =

0.5 0.5

x(t)
x(t)

(a) (b)

Figure 9.4 (a) The rectangular pulse with width two and height 0.5; (b) the triangular waveform with
width four and height 0.5, which is the convolution of the pulse in (a) with itself
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9.2.7 Convolution in the Frequency-domain

Similar to the time-domain convolution, we find that the convolution of two frequency-
domain functions corresponds to the multiplication of the inverse FT of the functions
in the time-domain with a scale factor. That is,

o ) 1 0
x()y(t) /_ x(H)y(t)e " dt = E/_ X(ju)Y(j(w — v))dv

The FT of sin(z) cos(z) is the convolution of the FT of sin(¢) and cos(¢) divided
by 27. That is,

2171 (Jrd(w+1) = 8w — 1) * 1(8(w + 1) + 6(w — 1)))

jr*
= g((é(aﬂr 1) * 8w+ 1)) — 8w — 1) % 8(w — 1))

= % S(w+2)— 8w —2)) — % sin(2¢) = sin(t) cos(t)

9.2.8 Conjugation

Letx(t) <= X(jw). Then, x*(£t) <= X*(Fjw). Thisresultis obtained if we replace
t by —t or w by —w, in addition to conjugating both sides of the FT definition. For
example,

, 1 , 1
—(1+,2) (1—j2)t
e ut) & ———— and ¢ u(—t) &— —————

9.2.9 Time Reversal

Let x(t) <= X(jw). Then, x(—t) <= X(— jw). That is the time-reversal of a signal
results in its spectrum also reflected about the vertical axis at the origin. This result is
obtained if we replace ¢ by —¢ and w by —w in the FT definition. For example,

1
—3t 3t
1) — —— d —1) <
e u() 3 ]a) an e M( ) 3 ]a)

9.2.10 Time Scaling

Scaling is the operation of replacing the independent variable ¢ by at, where a # 0
is a real constant. As we have seen in Chapter 3, the signal is compressed (|a| > 1)
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or expanded (|a| < 1) in the time-domain by this operation. As a consequence, the
spectrum of the signal is expanded or compressed in the frequency-domain. With a
negative, the signal is also time-reversed.

Let the spectrum of a signal x(¢) be X(jw). By replacing at by t, ¢t by 7/a and dt by
dt/a, with a > 0, in the FT definition of x(at), we get

oo — jot 1 o —jw*t 1 L[ W
/ x(at)e™’'dt = 7/ x(D)e Pudr=-X (| —
-0 a J—co a a

The FT of x(—at), due to the time-reversal property, becomes

()= (0(2)

By combining both the results, we get

1 S
x(at)<:>X<] <>>, a#0
lal a

The factor 1/]a| ensures that the scaled waveforms in both the domains have the
same energy or power. A compressed signal varies more rapidly and, hence, requires
higher-frequency components to synthesize. Therefore, the spectrum is expanded. The
reverse is the case for signal expansion.

Consider the transform pair sin(2t) <= (jm)(6(w + 2) — 8(w — 2)). sin(6¢) is a
time-compressed version of sin(2¢) with a = 3. Using the property, the transform of
sin(6¢) is obtained from that of sin(2¢) as follows.

s0m (35 +2) =2(5-2)) =50m (6(%57) =5 (*57))
— (jT)(3(@ + 6) — 5w — 6)

Note that §(aw) = (1/]a)8(w).

9.2.11 Time-differentiation

The derivative of a typical spectral component X(jw,)e/®! is jw, X (jw,)e’®!. There-
fore, if the transform of a time-domain function x(¢) is X(jw), then the transform of
its derivative is given by joX(jw). That is,

dx(?)
dr

= jo X(jw)

Note that, the spectral value with w = 0 is zero, as the dc component is lost in
differentiating a signal. The factor w implies that the magnitude of the high-frequency
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components is enhanced more and, hence, rapid time variations of the signal are accen-

tuated. The property is valid only if the derivative function is Fourier transformable.
For example,

e 'ut) — and deeu®) = (8(t) — e 'u(r)) = jo
Jjo+1 dr Jjo+1
In general,
d"x(t) PR
a0 (o) X(jo)

Consider finding the FT, shown in Figure 9.5(b), of the triangular waveform x(¢) =
0.5 + 2)u(t + 2) — tu(t) + 0.5(t — 2)u(t — 2), shown in Figure 9.5(a). This problem
is solved using the convolution property. Now, we use the differentiation property. The
FT of scaled and shifted impulse function can be found easily. Therefore, the idea is
to reduce the given function to a set of impulses by differentiating it successively.
(This method is applicable to signals those are characterized or approximated by any
piecewise polynomial function with finite energy.) Then, the FT of the impulses can be
related to the FT of the given function by the differentiation property. The first and
second derivatives of the triangular waveform, dx(¢)/dt = 0.5u(t + 2) — u(t) + 0.5u
(t — 2) and d%x(¢)/d¢> = 0.58(t + 2) — 8(¢) + 0.58(t — 2), are shown, respectively, in
Figures 9.5(c) and (d). Let the FT of the triangular waveform be X(jw). Then, the FT
of the impulses of d?x(¢)/dt*> shown in Figure 9.5(d), (0.5¢/*® — 1 + 0.5¢~/2®), must

1 2
S g
= <
0 0
) 0 ) -2n -7 0 b 21
t ®
(a) (b)
0.5 0514 A

dx(t)/dt
&
[6)] o
&Px(tyad
|

o
o
n
rI\J
o
n

Figure 9.5 (a) The triangular waveform; (b) its spectrum; (c) the first derivative of the triangular
waveform; (d) the second derivative of the triangular waveform
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be equal to (jw)?>X(jw). That is,
(0.5¢2* — 1 +0.5¢772?) = cosQw) — 1 = —2sin*(w) = —w? X(jw)

Solving for X(jw), we get the FT of the triangular waveform as

. (sin(@)\?
X(Ja))_Z( ” )

9.2.12 Time-integration

The indefinite integral, y(z), of a time-domain signal, x(#), can be expressed as the
convolution of x(¢) and the unit-step signal, u(z), as

(@) = /t x(v)dt = /jo x(Du(t — t)dt = x(¢) * u(?)

As convolution in the time-domain corresponds to multiplication in the frequency-
domain, with x(t) <= X(jw) and u(t) < %w + mé(w), we get

: 1
/ x(T)dt = X(jo) (jw + 718(0))) (2)) + 7X(j0)S(w)

—0o0

Note that, if X(jO) = 0, the integration operation can be considered as the inverse of
the differentiation operation. The property is valid only if y(¢) is Fourier transformable.
The factor w in the denominator implies that the magnitude of the high-frequency
components is reduced more and, hence, rapid time variations of the signal are reduced,
resulting in a smoother signal.

Consider the signal x(¢) = u(t) — u(t — 2), shown in Figure 9.6(a), with the FT
X(jw) = jiw(l — e~ /2?) and X(jO) = 2. Now, using the property,

X(joo) (e — 1)

w?

) = /_t x(7)dt = Y(jw) = ]7 + 2n8(w) = 27md(w) +

Figure 9.6 (a) Signal x(¢); (b) the integral of x(#), y(¢) (solid line), and its two components
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The integral of x(¢) is y(¢) = tu(t) — (t — 2)u(t — 2), shown in Figure 9.6(b) along
with its two components corresponding to the two terms of its transform.

9.2.13 Frequency-differentiation
Differentiating both sides of the FT definition with respect to w yields

dX(j dX(j
(o) or tx(t) < j ()
dw dw

(=JjDx(1) =

The property is valid only if the resulting function is Fourier transformable. In
general,

n d"X(jw) " R, 4" X(jw)
(—j)"x(t) &= ————— or @O)"x(t) = (j)'———
do do”

For example,

and e ?u(r) =

—2
e M u(l) = - -
® Jjo+2 (jo + 2)?

9.2.14 Parseval’s Theorem and the Energy Transfer Function

As the frequency-domain representation of a signal is an equivalent representation,
energy E of a signal can also be expressed in terms of its spectrum. Note that this
theorem is applicable only to the FT of energy signals. From the frequency-domain
convolution property, we get

/ - x(O)y(H)e /' dt = 1 / - X(jv)Y(j(w — v))dv
00 21 —00

Letting w = 0 and then replacing v by w, we get

0 1 o0
/oox(t)y(t)dt = 7 [w X(jw)Y (— jo)dw

Assuming x*(t) = y(t), X*(—jw) = Y(jw) and X*(jw) = Y(— jw). Therefore,
we get

2

o 1 o0 . .
/ x(Ox*()dt = / X(jo)X*(jw)dw

o0 1 OO
E= / (O)Pdr = — / 1X(jo)Pda
—00 27'[ —00
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This relationship is called Parseval’s theorem. This expression is the limiting form
of the corresponding expression for DTFT as the sampling interval of the time-domain
signal tends to zero. Alternately, this expression can also be considered as the limiting
form of the corresponding expression for the FS as the period of the signal tends to
infinity. For real signals, as | X(jw)| is even, we get

o0 2 1 o0 . 2
E =/ ()Pdr = f/ IX(joo)Pde
—00 T Jo

The quantity |X(jw)|? is called the energy spectral density of the signal, since
% | X (jw)|*dew is the signal energy over the infinitesimal frequency band  to @ + dw.

Example 9.7. Find the energy of the signal x() = e "u(t). Find the value of T such
that 99% of the signal energy lies in the range 0 < ¢ < T. What is the corresponding
signal bandwidth B, where B is such that 99% of the spectral energy lies in the range
0<w<B8.

Solution
From the transform pair of Example 9.2, we get

e 'u(t) =

1+ jow

The energy E of the signal is

o0 o0 l
E= / Ix(0)|2dr = / e Hdr = =
—00 0 2

By changing the upper limit to 7', we get

T 1 0.99
/ e dr=——(e?T — 1) = —= =0.495
0 2 2

Solving for T, we get T = 2.3026 s. This value is required in order to truncate the
signal for numerical analysis.
Using the spectrum,

1 (8 dw |
— / > = —tan” (B)=0.495 or B =tan(0.4957) = 63.6567
tJo 1+w b4

Using this value, we can determine the sampling interval required to sample this
signal. As the sampling frequency must be greater than twice of that of the highest fre-
quency component, the sampling frequency must be greater than (2)(63.6567) radians
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per second. Therefore, the sampling interval must be smaller than 277 /(2)(63.6567) =
0.0494 s. O

Since | X(jw)|* = X(jw)X*(jw) = X(jw)X(— jw)forreal signals, x(¢) * x(—f)<=>
| X (jw)|?. The convolution x(¢) s x(—t), called the autocorrelation of x(¢), is defined as

o0

x(f) * x(—1) = / x(Dx(t — Hdr = |X(jw)|?

—0o0

The input and output of a LTI system, in the frequency-domain, are related by the
transfer function H(jw) as Y (jw) = H(jw)X(jw), where X(jw), Y (jw), and H(jw)
are the FT of the input, output, and impulse response of the system. The output energy
spectrum is given by

Y (jw)* = Y(jw)Y*(jow)
= H(jo)X(jo)H*(jo)X*(jo) = |H(jo)|*| X (jw)|*

The quantity | H(jw)|? is called the energy transfer function, as it relates the input
and output energy spectral densities of a system.

9.3 Fourier Transform of Mixed Classes of Signals

As the most general version of Fourier analysis, the FT is capable of representing all
types of signals. Therefore, the relation between the FT and other versions of Fourier
analysis is important in dealing with mixed class of signals. The signal x(¢) and its
FT X(jw) are, in general, continuous and aperiodic. The inverse FT of a sampled
spectrum X(jw) yields a periodic signal, which is the sum of a periodic repetition of
x(t). This version corresponds to the FS. On the other hand, the FT of a sampled signal
xs(2) yields a periodic spectrum, which is the sum of a periodic repetition of X(jw).
This version corresponds to the DTFT. Sampling in both the domains corresponds to
the DFT with both the signal and its spectrum sampled and periodic.

9.3.1 The FT of a Continuous Periodic Signal

A periodic signal x(¢) is reconstructed using its FS coefficients X (k) as

x(t) =Y Xe(kye ",

k=—o00
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where wy is the fundamental frequency. Since the FT of e/ is 278(w — kawy), we
get, from the linearity property of the FT,

)= Y Xes(W)e ™ = X(jo) =21 Y Xes(k)8(e — ko)

k=—o00 k=—o00

Therefore, the FT of a periodic signal is a sum of impulses with strength 277 X (k)
occurring at intervals of wy.

Example 9.8. Find the FT of the signal x(t) = cos(w?).

Solution

The FS spectrum for cos(wpt) is %(S(k — 1)+ 8(k + 1)). Multiplying this result by
27 and with the discrete impulse 8(k — 1) corresponding to the continuous impulse
8(w — wp), we get the FT as m(8(w — wp) + 8(w + wp)). Hence, cos(wpt) <
7(8(w — wo) + 8(w + wyp)). Similarly, sin(wgt) <= (jm)(6(w + wy) — 8(w — wyp)).
For example, the FS and FT spectra of cos(3¢), shown in Figure 9.7(a), are shown in
Figures 9.7(b) and (c), respectively. O

The spectra in Figures 9.7(b) and (c) are the equivalent representations of a single
sinusoid by the FS and the FT. In Figure 9.7(b), the discrete spectrum X (k) consists
of two nonzero discrete impulses of value 0.5. In Figure 9.7(c), the continuous spec-
trum X(jw) consists of two continuous impulses with the value of their integrals
being m, which, after dividing by the scale factor 2, becomes 0.5. The amplitude of
a constituent complex exponential of a signal x(#) is X¢(k) in the case of the FS and
(1/2m)X(jw)dw in the case of the FT. Note that (§(w — wp)dw)|y=«, = 1. Remember
that both the spectra in Figures 9.7(b) and (c) represent the same waveform and, from
either spectra, we get 0.5(e”*" 4 =) = cos(31).

1 - A A
s 2
= 0 S FT
= <
] onA A AA
0 2 -9 -303 9

()

(c)

Figure 9.7 (a) The sinusoid cos(3¢); (b) the FS spectrum, X (k), of the sinusoid; (c) the FT, X(jw), of
the sinusoid
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9.3.2 Determination of the FS from the FT

Let x(7) be a periodic signal of period 7. Let us define an aperiodic signal x,(7) that is
identical with x(¢) over one period from ¢, to #; + T and is zero otherwise, where ¢; is
arbitrary. The FT of this signal is

o0 X t1+T X
Xp(ja))z/ xp(t)e*]“”dtz/ x(H)e /' dt

1

The FS spectrum for x(¢) is

1 pntT "
Xes(k) = ?/ x(t)e™’ @of ¢ wy = 7
141

Comparing the FS and FT definitions of the signals, we get

1 . 1 :
Xcs(k) = ?Xp(]w)lw:kwo = ?Xp(]ka)

The discrete samples of %X »(jw), at intervals of wy, constitute the FS spectrum for
the periodic signal x(#). While the spectral values at discrete frequencies are adequate to
reconstruct one period of the periodic waveform using the inverse FS, spectral values
at continuum of frequencies are required to reconstruct one period of the periodic
waveform and the infinite extent zero values of the aperiodic waveform using the
inverse FT. Note the similarity of this relationship to that between the DTFT and the
DFT.

Example 9.9. Find the FS spectrum for the periodic signal x(¢), one period of which
is defined as

1 forjt] <1
x(t) =
0 forl<|t] <2

Solution
Using the derivative method, the FT of x,,(7) is obtained as follows:

. . 0 = : sin(w)
joXp(jo) =¢e” —e™” and X,(jow) =2

Since Xcs(k) = 1 Xp(jka), with T = 4 and » = kwy = kZ = Zk, we get

k) sin(5k)
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9.3.3 The FT of a Sampled Signal and the Aliasing Effect

Let the FT of a signal x(f) be X(jw). The sampled version of this signal, x(¢), is
obtained by multiplying it with an impulse train, s(t) = Y72 8(t — nTy), where T
is the period and # is an integer. That is,

o0

x(t) = x(s() = x(1) Y 8t —nT)= > x(nT)s(t — nT,)

n=—oo n=—oo

The FS representation of the impulse train, from Chapter 7, is given as

1 o
= — Jkawst
s(1) T Z e

S k=—00

where ws = 27 /T;. Therefore, the sampled signal x4(¢) is given by

x(1) =% > x()e

S k=—00

= %(- A x(Oe I 4 x(t) 4+ x(0)e 4 - )

S

Let the FT of x4(#) be X(jw). Then, using the linearity and frequency shift properties
of the Fourier transform, we get

1
Xs(jo) = ?(' — T+ X0+ wy) + X(jo) + X(jlo — o)) + )

1 o0
= 2. X(j© = ko))

$ k=—00

This expression represents the convolution of the spectra of x(#) and s(¢) (since it
is the FT of their product) and we could just as well have obtained the result through
the frequency-domain convolution property, as we shall see later. As the FT of the
sampled signal is expressed as a sum of the shifted versions of that of the corresponding
continuous signal, it is easy to visualize the form of X,(jw) if we know X(jw). The
sampling of a signal has made the resulting spectrum periodic with period w;, the
sampling frequency, in addition to scaling the amplitude by the factor 1/7, where T
is the sampling interval. The periodicity is the result of the reduction of the range of
frequencies, due to sampling, over which sinusoids can be distinguished. The factor
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1/T; arises from the fact that
00 0
x(t) = [w x(0)8(t — v)dr = Tlsiino Z x(nT)Té(t — nTy) = Tlsiino Toxs(1)

n=—oo

Figures 9.8(a) and (b) show, respectively, the continuous sinc function and its
aperiodic FT spectrum.

0= "5 w203 a0+ ) - (o 7))

2t 3

Figures 9.8(c) and (d) show the sampled sinc function, with 7, = 0.5, and its periodic
FT spectrum with period 27 /0.5 = 4x radians and amplitude 0.5/0.5 = 1.

o sin (4(0.5n))

xs(1) = 2 T 3a05m) 3(t — 0.5n) <—
Xs(jw) = Z <u(a)+2;—4k7r>—u<w—2;—4k7r>>
k=—00

At any discontinuity of the time-domain function, the strength of the sample should
be equal to the average value of the right- and left-hand limits.

While the FT X(jw) of x(¢) uniquely determines the FT X(jw) of x4(¢), the converse
is not necessarily true. By sampling the signal, we simultaneously reduce the effective
frequency range of the sinusoids available to represent the signal and, hence, the FT of
the sampled signal becomes periodic due to aliasing effect. Therefore, if the signal is
band-limited and the sampling frequency is greater than twice the highest frequency
component of the signal, we can recover its exact FT from that of its sampled version
by lowpass filtering (since the periodic repetition of X(jw), yielding X,(jw), does
not result in the overlapping of its nonzero portions). If the sampling frequency is
not sufficiently high, we can only recover a corrupted version of its FT spectrum, as
shown in Figures 9.8(i) and (j), since the periodic repetition of X(jw) results in the
overlapping of its nonzero portions.

0 sin(%”(Zn))
SO= 2 onam

n=—oo

X (jow) = Zozs( <a)+3—kn) (w—?—kn))

(t —2n) <
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Figure 9.8 (a) The sinc function sin (%”t) /2nt; (b) its FT spectrum; (c) samples of
(a) with Ty, =0.5s; (d) its periodic FT spectrum; (e) discrete samples of (a) with T =
0.5s; (f) its DTFT spectrum with period 47 radians, which is the same as in (d); (g) the same sam-
ples as in (e) with 7y = 1; (h) its DTFT spectrum with period 27 radians; (i) samples of (a) with 7y = 2s;
(j) its periodic FT spectrum
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As the FT of 8(t — nTy) is e~/"Ts and due to the linearity property of the FT, the
FT of the sampled signal x4(r) = >.°° x(nTs)d(t — nTy) is also given by

n=—0oo

o0

Xy(jo) = Y xnT)e "

n=—0oo

This expression, which, of course, is completely equivalent to that derived earlier for
X;(jw), reminds us that the relation is a FS with the roles of the domains interchanged
and corresponds to the DTFT. The time-domain samples x(nT;) are the FS coefficients
of the corresponding continuous periodic spectrum X(jw).

9.3.4 The FT of a Sampled Aperiodic Signal and the DTFT

Let us construct a sequence with the discrete sample values, at intervals of T, of
the signal x(#). These sample values are the same as the strengths of the corre-
sponding impulses x(n7T,)8(t — nTs) of the sampled signal. The DTFT of x(nT;) is
defined as

oo
Xty =) x(nTye "

n=—0oo

That is, the DTFT of a sequence x(nT5) and the FT of the corresponding sampled
signal, > 2 x(nT)8(t — nTy), are the same when the DTFT version includes the
sampling interval, 7. Figures 9.8(e) and (f) show, respectively, the discrete samples
of the sinc function

sin (%”(0.511))

X05m) = — 05

with Ty = 0.5 s and its DTFT spectrum with period 47 radians, which is the same as
in (d).

Usually, the DTFT spectrum is computed with the assumption of 73 =1 s.
Figures 9.8(g) and (h) show, respectively, the samples as in (e) with 7, = 1 s and
its DTFT spectrum with period 27 radians. The FT of the corresponding sampled
continuous signal x4(¢) is obtained by scaling the frequency axis of this DTFT spec-
trum so that the period of the spectrum becomes 27/ T, as can be seen from Figs 9.8(g),
(h), (¢), and (d).
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9.3.5 The FT of a Sampled Periodic Signal and the DFT

The FT of a band-limited periodic signal x(¢), from earlier results, is

N N
x(0) = ) Xes(Be' ™ = X(jo) =21 Y Xes(k)s(w — ko),
k=—N k=—N

where wy = 27/ T, the fundamental frequency of x(#). Let us sample the periodic
signal by multiplying it with an impulse train

sy =Y 8t —nT) < S(jo) = ZT—” D> o — mw,)

n=—00 S m=—00

with the interval between impulses being Ty = 27 /w,. Then, as multiplication in the
time-domain corresponds to convolution in the frequency domain, the FT X (jw) of
the sampled signal x;(¢) = x(¢)s(¢) is (1/27)X(jw) * S(jw). The FT of the sampled
signal, as convolution of a signal with an impulse is the relocation of the origin of the
signal at the location of the impulse, is

00 N
X (jo) = 27” > > Xe(k)d(w — kwy — may)

S m=—00 k=—N

where w, = 2/ Ts. As X(k) = 2N + 1)Xs(k), where X (k) is the DFT of the 2N + 1
discrete samples of x(#) over one period, we get

. 2 00 N
X(jw) = m m;oo k:Z_:N X(K)8(w — kwy — mws)

This FT corresponds to the sampled periodic time-domain signal

o]

x() = Y xnT)8(t —nTy)

n=—oo

The period of the time-domain signal x() of the DFT is 2N + 1 samples and that
of corresponding sampled continuous signal x,(¢) is (2N + 1)Ts = T s. The period
of the FT spectrum is ws = (27/7;) radians and the spectral samples are placed at
intervals of wy = [27/(2N + 1)T5] = 27/ T radians.

Consider the discrete samples, over two periods, of the continuous cosine wave
cos(2i—’§t) with sampling interval 7y = 3 s and its DFT spectrum shown, respec-
tively, in Figures 9.9(a) and (b). Both the waveform and its spectrum are periodic
with period N = 16 samples. The sampled version of the cosine wave is shown in
Figure 9.9(c). The waveform is periodic with period N7y =T = 48s. The
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Figure 9.9 (a) The discrete samples, over two periods, of the continuous cosine wave cos(Zi—gt) with
sampling interval Ty = 3 s; (b) its DFT spectrum; (c) the sampled version of the cosine wave cos(Z%t);
(d) its periodic FT spectrum

FT spectrum of the waveform in Figure 9.9(c) is shown in Figure 9.9(d). The spec-
trum is periodic with period 2w /T, = 27 /3 radians. The spectral samples are placed
at intervals of 27/ NT; = 2m /48 = 0.1309 radians.

0 27_[
S = 27 —
x5(1) n:%oo cos ( m n(3)) 8(t — 3n) <—
7 & 2 2mmw 2 2mmw
X (jw) = — E ) —2— - — 8 2— — ——
s(Jw) 3m=_oo< (a) 13 3 )—i— (a)—i- 13 3 ))

The point is that we should mean the same waveform by looking at DFT
and FT spectra. The term 2mm/3 indicates that the spectrum is periodic with
period 2m/3 radians and, hence, the time-domain waveform is sampled with a
sampling interval of 3 s. The two impulse terms, with strength /3, indicate a
cosine waveform with frequency 2(2 /48) radians and amplitude one. The DFT spec-
trum indicates a cosine waveform cos(2%n). With a sampling interval of three seconds,
this waveform corresponds to cos(Z%t).

Consider the differences between the cosine waveforms with amplitude one and
their spectra in Figures 9.7 and 9.9. The waveform is continuous in Figure 9.7(a) and
makes one cycle in the fundamental period. The FS and FT spectra in Figure 9.7(b)
and (c) are aperiodic. The waveforms in Figures 9.9(a) and (c), with two cycles in
the fundamental period, are sampled, and, hence, their spectra are periodic with the
spectral values of the second harmonic in one period the same as those shown in
Figures 9.7(b) and (c) except for scale factors. As the DFT coefficients X (k) are equal
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to N times the FS coefficients X s(k), the spectral values in Figure 9.9(b), with the
number of samples N = 16, are (0.5)16 = 8. As the FT spectrum of a sampled signal
Xs(jow) is (1/T5) X(jw), the spectral values in Figure 9.9(d) are /3.

9.3.6 Approximation of a Continuous Signal from its Sampled Version

The zero-order hold filter is commonly used to approximate a continuous signal x(f)
from its sampled version x4(¢). The impulse response of this filter is a rectangular
pulse of unit height and width 75, h(¢) = u(t) — u(t — T,), where T; is the sampling
interval of x(¢). By passing x,(¢) through this filter, we get an output signal, which
is the convolution of xs(#) and A(r), that is a staircase approximation of x(¢). The
convolution of x4(¢), which is a sum of impulses, with i(¢) results in replacing each
impulse of x4(#) by a pulse of width 7 and height equal to its strength (holding the
current sample value until the next sample arrives).

9.4 Approximation of the Fourier Transform

In approximating the FS by the DFT, we determine the appropriate sampling interval
and take samples over one period. In approximating the FT by the DFT, we have to
fix the record length as well. These two parameters have to be fixed so that most of
the energy of the signal is included in the selected record length and the continuous
spectrum of the FT is represented by a sufficiently accurate and dense set of spectral
samples.

The integral in Equation (9.1) is approximated by the rectangular rule of numerical
integration. The summation interval can start from zero, since the truncated signal, of
length 7, is assumed periodic by the DFT, although the input signal can be nonzero
in any interval. We divide the period T into N intervals of width 7 = 7/N and
represent the signal at N points as x(0), x(7/N), x(2QT/N), ..., x((N — 1)T/N). The
sampling interval in the time-domain is 75 seconds and that in the frequency-domain
is 2/ NTs = 2/ T radians per second. Now, Equation (9.1) is approximated as

2k =
X(j ; > =Ts2x(nTs)e”W”k k=0,1,...,N—1 9.3)
NTS n=0

Equation (9.2) is approximated as

1 = 2k
x(nTy) = X(j==)e¥* n=01,....N—1 9.4
(nT) Nng (;NTS) 94)

Except for the scale factors, Equations (9.3) and (9.4) are, respectively, the DFT and
the IDFT of N samples. By multiplying the DFT coefficients by the sampling interval
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T,, we get the approximate samples of the FT. By multiplying the IDFT values by
1/T;, we get the approximate samples of the time-domain signal.

Example 9.10. Approximate the magnitude of the FT of the signal x(¢) = e "u(r)

using the DFT.

Solution
From the transform pair of Example 9.7, we get

X(jw) = and  |X(jw)| =

1
V14 o?

Figure 9.10(a) shows the exponential signal e "u(¢) with four samples over a period
of T = 8 s. Figure 9.10(b) shows the magnitude of the FT and the samples of the FT
obtained through the DFT with N = 4 and N = 1024 samples. While the signal is of
infinite duration, we have truncated it to 8 s duration. The truncated signal has most
of the energy of the untruncated signal. This signal has also an infinite bandwidth.
Here again, the spectral values become negligible beyond some finite range. The
sample values of the signal in Figure 9.10(a) are {0.5, 0.1353, 0.0183, 0.0025}. The
first sample value occurs at a discontinuity and it is the average of the left- and right-
hand limits at the discontinuity. The magnitude of the DFT of these values, after
scaling by Ty = 2 s, is {1.3123,0.9993, 0.7610, 0.9993}. As the second half of the
DFT spectrum is redundant, only the first three values are useful. The corresponding
samples of the FT are {1, 0.7864, 0.5370}.

The spectral samples obtained by the DFT are very inaccurate since the number of
samples N = 4 is very small and the frequency range is inadequate thereby resulting
in large amount of aliasing. The magnitude of the first five samples of the FT obtained
through the DFT with N = 1024 are {0.9997, 0.7862, 0.5368, 0.3905, 0.3032}. The
corresponding samples of the FT are {1, 0.7864, 0.5370, 0.3907, 0.3033}. This time,
while the DFT values are still inaccurate, the error is much less compared with the last
case. In general, the DFT values will never be exactly equal to the analytical values,
but can be made sufficiently accurate by increasing the number of samples. O

1+ jw

o
|—
3]
a
|
3]
a
)

821:

() (b)

Figure 9.10 (a) The exponential waveform x(f) = e~"u(¢), with four samples over the range 0 < ¢ < 8;
(b) the magnitude of the FT (solid line) and the samples of the FT obtained through the DFT with N = 4
(dots) and N = 1024 (crosses) samples
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In order to approximate the FT of an arbitrary signal by the DFT, a trial and error
procedure is used. A set of samples over a reasonable record length of the signal with
an initial sampling interval is taken and the DFT is computed. Then, keeping the record
length the same, we double the number of samples. That is, we reduce the sampling
interval by one-half and the DFT is computed. This process is repeated until the spectral
values near the middle of the spectrum for real signals (at the end of the spectrum for
complex signals) become negligibly small, which ensures very little aliasing. Now, the
sampling interval is fixed. Truncation of a signal is multiplying it with a rectangular
window. As the window becomes longer, the truncation becomes less. In the frequency
domain, the spectrum of the window becomes more closer to an impulse from that of a
sinc function. The convolution of the spectra of the untruncated signal and the window
distorts the spectrum of the signal to a lesser extent. Therefore, keeping the sampling
interval the same, we keep doubling the record length and use the DFT to compute the
spectral samples. When truncation becomes negligible, the spectral values with two
successive lengths will be almost the same. Now, the record length is fixed.

9.5 Applications of the Fourier Transform
9.5.1 Transfer Function and System Response

The input—output relationship of a LTI system is given by the convolution operation
in the time-domain. Since convolution corresponds to multiplication in the frequency-
domain, we get

y(1) = /oo x(Dh(t — 1)dt = Y(jo) = X(jo)H(jo),

where x(t), h(t), and y(¢) are, respectively the system input, impulse response, and
output, and X (jw), H(jw), and Y (jw) are their respective transforms. As input is trans-
ferred to output by multiplication with H(jw), H(jw) is called the transfer function
of the system. The transfer function, which is the transform of the impulse response,
characterizes a system in the frequency-domain just as the impulse response does in
the time-domain.

Since the impulse function, whose FT is one (a uniform spectrum), is com-
posed of complex exponentials e/’ of all frequencies with equal magnitude and
zero-phase, the transform of the impulse response, the transfer function, is also
called the frequency response of the system. Therefore, an exponential Ae/(@:/*+?
is changed to (|H(jw,)|A)e/@+0+2(H(jo)) at the output. A real sinusoidal input
signal A cos(w,t + 0) is also changed at the output by the same amount of amplitude
and phase of the complex scale factor H(jw,). That is, A cos(w,t + 6) is changed to
(| H(jw,)|A) cos(wat + (6 + £ (H(jw,))). The steady-state response of a stable system
to the input Ae/ @+ y(r) is also the same.
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As H(jw) = Y(jw)/ X (jw), the transfer function can also be described as the ratio
of the transform Y(jw) of the response y(f) to an arbitrary signal x(¢) to that of its
transform X(jw), provided | X (jw)| # O for all frequencies and the system is initially
relaxed.

As the transform of the derivative of a signal is its transform multiplied by a factor,
we can readily find the transfer function from the differential equation. Consider the
second-order differential equation of a stable and initially relaxed LTI continuous
system.

2 2
d dy; §’) +a1d§(t) +aoy(t) = by 2 x(t) 1dx(t) + box(?)

Taking the FT of both sides, we get

(jo)*Y (jo) + a1(jw)Y (jo) + agY (jo) =
(jo) b X(jo) + b1(jo)X(jo) + by X (jw)

The transfer function H(jw) is obtained as

Y(jo) _ (jw)*bz + (jw)bi + by
X(jo)  (jo)* +ai(jo) +ag

H(jo) =

Example 9.11. Find the response, using the FT, of the system governed by the
differential equation

dy(?)

ar + y() = x(2)
to the input x(t) = 2 cos(z + 7).
Solution

H(jw) =

1+ jo

Substituting w = 1, we get

1 1 b4
H(j1) = -1, (—>
U= 2\
The response of the system to the input x(f)=2cos(r+ %) is y(t) =
Feos(t+ 5 —§) = v2cos(r). O




The Fourier Transform 213

Example 9.12. Find the impulse response, using the FT, of the system governed by
the differential equation

dfl(;) + 3y(t) = x(t)

Solution

H(jw) =

() 3+ jo
The impulse response of the system, which is the inverse FT of H(jw), is h(t) =
e u(t). O

Example 9.13. Find the zero-state response of the system governed by the differential
equation

y)  dy@) d®x(t)  dx(1)
4= 4 4y(t) =
dr? * dr +4H0O dr? dr

+ 2x(1)

with the input x(#) = u(?), the unit-step function.
Solution

(o) + (jo) +2

HGo) = T T 4wy + 4

With X(jw) = n8(w) + L

jo’?

(jo) + (jw) +2 m8(w)((jw)* + (jw) +2)
(Jo)(jo)* + 4(jo) +4) (Jo)* +4(jo) + 4

Y(jo) = H(jw)X(jw) =

Expanding into partial fractions, we get

Yoy < 05 0 2w
w) = — - —
I T o2 (ot2? 2

8(w)
Taking the inverse FT, we get the zero-state response
y(1) = (0.5 + 0.5¢7% — 2te > u(r)

The steady-state response is 0.5u(¢) and the transient response due to the input is
(0.5¢7% — 2te™ > yu(t). O
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Systems with nonzero initial conditions cannot be directly analyzed with FT.
Further, handling of the frequency variable jo is relatively more difficult. For these
reasons, the Laplace transform is preferable for system analysis. However, the FT,
wherever it is more suitable, is efficient, as it can be approximated by the DFT using
fast algorithms.

9.5.2 Ideal Filters and their Unrealizability

Filters are prominent examples of LTI systems for signal analysis, manipulation, and
processing. Common applications of filters include removing noise from signals and
selection of individual channels in radio or television receivers. We present, in this
subsection, the constraints involved in the realization of practical filters.

The frequency response of an ideal lowpass filter is shown in Figure 9.11. As it
is even-symmetric, the specification of the response over the interval from w = 0 to
® = 00, shown in thick lines, characterizes a filter.

1 for0 <w < w

H(jo) = {O for w > w,
From w = 0 to w = w,, the filter passes frequency components of a signal with a
gain of 1 and rejects the other frequency components, since the output of the filter,
in the frequency-domain, is given by Y (jw) = H(jw)X(jw). The magnitudes of the
frequency components of the signal, X(jw), with frequencies up to w, are multiplied
by 1 and the rest by 0. The range of frequencies from O to «, is called the passband
and the range from w. to 0o is called the stopband. This ideal filter model is practically
unrealizable since its impulse response (inverse of H(jw)) extends from ¢t = —oo0 to
t = oo, which requires a noncausal system. Practical filters approximate this model.
The impulse response of practical systems must be causal. The even and odd com-
ponents, for ¢ > 0, of a causal time function x(¢) are given as

x(t) + x(—1) _ @ and (1) = x(t) — x(—1) _ @

1) =
xe(l) 2 2 2 2

That is, x(f) = 2x.(t) = 2x,(t), t > 0 and x.(t) = —x,(?), t < 0. As the FT of an
even signal is real and that of an odd signal is imaginary, x(¢#) can be obtained by

DPiese )
Tl Srophioed

“HE(w)

Figure 9.11 Frequency response of an ideal lowpass filter
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finding the inverse FT of either the real part or the imaginary part of its spectrum
X(jw). That is,

2 [ . 2 (> . .
x(t) = — / Re(X(jw)) cos(wt)dw = —— / Im(X (jw)) sin(wt)dw t>0
T Jo T Jo

The point is that the real and imaginary parts or, equivalently, the magnitude and the
phase of the FT of a causal signal are related. This implies that there are constraints,
for the realizability, on the magnitude of the frequency response, H(jw), of a practical
filter. These constraints are given by the Paley—Wiener criterion as

/°° |log, |H(jo)l| ,
———dw < ©

oo 1+ w?

To satisfy this criterion, the magnitude of the frequency response | H(jw)| can be
zero at discrete points but not over any continuous band of frequencies. If H(jw) is
zero over a band of frequencies, | log, | H(jw)|| = oo and the condition is violated. On
the other hand, if H(jw) is zero at a finite set of discrete frequencies, the value of the
integral may still be finite, although the integrand is infinite at these frequencies. In
addition, any transition of this function cannot vary more rapidly than by exponential
order. The H(jw) of the ideal filter shown in Figure 9.11 does not meet the Paley—
Wiener criterion. Further, the order of the filter must be infinite to have a constant gain
all over the passband. Therefore, neither the flatness of the bands nor the sharpness of
the transition between the bands of ideal filters is realizable by practical filters.

9.5.3 Modulation and Demodulation

Modulation and demodulation operations are fundamental to communication appli-
cations. These operations are required in signal communication because of different
frequency ranges required for the signals to be communicated and for efficient trans-
mission of signals. As the antenna size is inversely proportional to the frequency of
the signal, the lower the frequency of the signal the larger is the required antenna
size. For example, an antenna of size about 30 km is required to transmit the audio
signal efficiently. Therefore, it is a necessity to embed the audio signal, called the
message signal, in a much higher-frequency signal, called the carrier signal, which
can be transmitted more efficiently. The operation of embedding the message signal
in a carrier signal is called modulation. The embedding involves the variation of some
property of the carrier signal in accordance with the message signal. At the receiv-
ing end, the message signal has to extracted from the modulated carrier signal. This
operation is called demodulation. There are different types of these operations with
distinct characteristics. We understand these operations using the property of the FT
that the multiplication of two signals in the time-domain corresponds to convolution
in the frequency-domain.



216 A Practical Approach to Signals and Systems

9.5.3.1 Double Sideband, Suppressed Carrier (DSB-SC), Amplitude
Modulation

In this type of modulation, the amplitude A of the carrier signal, A cos(w¢(f) + 6), is
varied in some manner with the message signal, m(¢), where @, and 6, are constants.
Let the FT of m(¢) be M(jw). Then, the FT of the product of the message and carrier
signals, with A = 1 and 6. = 0, is given as

1
m(t) cos(w(1)) < E(M(j(w + @) + M(j(o — we)))

After modulation, a copy of the spectrum of the message signal is placed at w. and
another copy is placed at —w,. Each copy of the spectrum of the message signal has the
upper sideband (USB) portion (the right half of the spectrum centered at w. and the left
half of the spectrum centered at —w,.) and the lower sideband (LSB) portion (the left
half of the spectrum centered at w. and the right half of the spectrum centered at —w,).
As there are two sidebands and no carrier in the spectrum, this form of modulation
is called double sideband, suppressed carrier, amplitude modulation. Note that, the
message signal can be recovered from either sideband.

Let the message signal be m () = sin(2n¢t) and the carrier signal be ¢(¢) = cos(207¢),
as shown in Figure 9.12(a). For illustration, we are using a sine wave of 1 Hz as the
message signal and cosine wave of 10 Hz as the carrier signal. However, it should be
noted that, in practice, the message signal will have a finite bandwidth and the carrier
frequency will be much higher. For example, the bandwidth of a message signal
could be 3 kHz with a carrier frequency 3000 kHz. The product m(#)c(¢) is shown in

m(t) o(t) mit)

N

m(t), c(t)
o
m(t)c(t)

-1

(a) (b)

b AA AN T JAYAN
= 2| USBLSB LSB USB =2
£ g
= = JAYaN JAYAN
0 0
-1 0 911 -20 -11 20
A f

(c) (d)

Figure 9.12 (a) m(t) = sin(2nt) and c(¢) = cos(20mt); (b) m(t)c(t); (c) the magnitude of the FT spec-
trum of m(t)c(¢); (d) the magnitude of the FT spectrum of (m(#)c(¢))c(t)
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Figure 9.12(b). The envelopes of m(¢)c(t) are m(t) and —m(t), since m(t) cos(207t) =
m(t) when cos(207¢) = 1 and m(¢) cos(20rrt) = —m(t) when cos(207t) = —1. For
this specific example, the FT X(jw) of m(t)c(?) is

jg(—r?(f + 104+ 1)) +56(f + (=10 = D)) +8(f + (10 — 1)) = 8(f + (=10 +1)))
USB LSB

Therefore, the magnitude of the FT spectrum of m(t)c(¢), shown in Figure 9.12(c),
has impulses with strength /2 at -11 Hz, -9 Hz, 9Hz, and 11 Hz.

Demodulation. To demodulate the modulated signal, m(¢) cos(w.(t)), at the receiver,
we simply multiply the signal by the carrier, cos(w.(¢)). This results in

m(t) cos*(we(t)) = %(:n(z) + m(#) cos(2w(1))

The FT of this signal is

1 1
EM(jw) + Z(M(j(w +2w.)) + M(j(0 — 2w.)))

The spectrum of the message signal is centered at w = 0 and can be recovered by
lowpass filtering. The other two spectra are the transform of m(#) modulated by a
carrier with frequency 2w,. For the specific example, the magnitude of the spectrum
of (m(t)c(t))c(t) is shown in Figure 9.12(d).

To use this type of demodulation, we have to generate the carrier signal with the
same frequency and phase. This requires a complex receiver. While this form is used
in certain applications, for commercial radio broadcasting, another type of modulation
and demodulation, described next, is most commonly used.

9.5.3.2 Double Sideband, with Carrier (DSB-WC), Amplitude Modulation

In this type of modulation, the amplitude of the carrier signal, cos(w.(?)), is varied in
some manner with the modulating signal, (1 4 km(¢)), where w. and k are constants.
Let the FT of m(¢) be M(jw). Then, the FT of the product of the message and carrier
signal is given as

(1 4+ km(1)) cos(wct) <

k
E(M(j(w + we)) + M(j(@ — w.))) + 78w + o) + 8w — w.))

After modulation, a copy of the spectrum of the message signal is placed at w,
and another copy is placed at —w,. As there are two sidebands and the carrier in the
spectrum of the transmitted signal, this form of modulation is called double sideband,
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Figure 9.13 (a) (1 + 0.8m(2))c(?); (b) the magnitude of its FT spectrum

with carrier, amplitude modulation. This form of modulation is intended for simple
receivers with out the need for generating the carrier signal. For example, let the
signals m(t) and c(¢) be the same as shown in Figure 9.12(a). Figures 9.13(a) and
(b) show, respectively, (1 4 0.8m(¢))c(¢), and the magnitude of the FT spectrum of
(1 4 0.8m(2))c(?). The signal can be demodulated by a simple envelope detector circuit
or a rectifier followed by a lowpass filter, if the message signal rides on the carrier
signal. That is, (1 + km(#)) > O for all values of ¢.

The basis of modulation in the two cases studied is frequency shifting. One advan-
tage of this type of modulation is the transmission of several signals over the same
channel using the frequency-division multiplexing method. The signals share portions
of the bandwidth of the channel with adequate separation between them.

9.5.3.3 Pulse Amplitude Modulation (PAM)

In the modulation types so far presented, the carrier is a sinusoid. The use of a pulse
train as the carrier and modulating its amplitude in accordance with the message signal
is called pulse amplitude modulation (PAM). The pulse train consists of constant
width and amplitude pulses with uniform spacing between them. The message signal
modulates the amplitude of the pulses. This is essentially the same as that of sampling
of continuous signals using an impulse train, presented earlier. The difference is that
the sampling pulse, unlike the impulse, has a finite width. The FS spectrum of this
signal is sin(a kwy)/km, where a is half the width of the pulse, ws = 27/T, and Ty is
the sampling interval. Proceeding as in the case of the impulse sampling, we get the
FT of the modulated signal as

sin(aws)

Xs(jw) = (-I- X(j(w+ws))+2TaX(jw)+-“)

The spectrum, centered at w = 0, is unaltered except for a scale factor compared
with that of the signal. Therefore, we can recover the original spectrum using a lowpass
filter. Using this type of modulation, several message signals can be transmitted over
the same channel by the method called time-division multiplexing. The time between
two pulses of a modulated signal can be used by other modulated signals.
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9.6 Summary

o In this chapter, we have studied the FT, its properties, its approximation by the DFT,
and some of its applications.

e The FT is primarily intended to analyze continuous aperiodic signals in terms of a
continuum of complex exponentials over an infinite frequency range.

e The FT is the most general type of Fourier analysis and, hence, it can be used to
analyze a mixed class of signals.

e The FT can be approximated by the DFT to a desired accuracy with proper choice
of the record length and the number of samples.

e The FT has wide applications in signal and system analysis.
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Exercises

9.1

9.2

9.3

94

9.5

9.6

Starting from the defining equations of the exponential form of the FS and the
inverse FS, derive the defining equations of the FT and the inverse FT as the
period of the time-domain waveform tends to infinity.

Derive an expression, using the defining integral, for the FT of the signal x(¢) =
e cos(wot)u(t), a > 0. With a = 0.4 and wy = 3, compute X(j0).

Derive an expression, using the defining integral, for the FT of the signal x(¢) =
e sin(wot)u(t), a > 0. With a = 0.1 and wy = 2, compute X (jO).

Derive an expression, using the defining integral, for the FT of the signal

1—t] forlt] <1
x(1) =
0 elsewhere

Compute X(jO) and X(j(27)).

Derive an expression, using the defining integral, for the FT of the signal x(¢) =
-3
e,

Compute X(jO).
Derive an expression, using the defining integral, for the FT of the signal

cos(107) for |t] < 1
x(t) =
0 for |t| > 1

Compute X(jO).
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*9.7

9.8

9.9

9.10

9.11

9.12

9.13

9.14

Derive an expression, using the defining integral, for the FT of the signal x() =
te 2 u(r).

Compute X(jO).

Apply a limiting process so that x(¢) degenerates into the impulse function and,
hence, derive the FT of the impulse function §(¢).

9.8.1 x(t) = ae “u(t), a > 0,as a — o0.

L for |t
9.8.2 x(f) =< 2@ 0r||<a,a>0,asa—>0.
0 forlt] >a
L for0<t<a
983 x(t)=4 ¢ ,a>0,asa— 0.
0 elsewhere
L for—a<r<0
984 x(t)=< ¢ ,a>0,asa— 0.
0 elsewhere
1
—(a— |t for |t
9.8.5 x(r) = (@ =1 Or||<a,a>0,asa—>0.
0 for |t| > a
1
(2 t) for—2 t<0
9.8.6 x(1) = 2“2(a+) ormaa=t= ,a>0,asa— 0.
elsewhere

Apply alimiting process so that x(¢) degenerates into the dc function and, hence,
derive the FT of the dc function, x(¢) = 1.
{ 1 forlt] <a
x(t) = , a>0,asa— oo.
0 forlt] >a
—1 fort<0O
1 fort>0
process to the signal x(1) = e~ “u(t) — e“u(—t), as a — 0.
Apply a limiting process so that x(¢) degenerates into the cosine function and,
hence, derive the FT of the cosine function, cos(z).

() = {cos(t) for |t] < a

Derive the FT of the function y(¢) = by applying a limiting

0 f0r|t|>a,a>0,asa—>oo

Apply a limiting process so that e~ sin(¢), a > 0 degenerates into sin(¢), as
a — 0, and, hence, derive the FT of sin(z).
Derive the FT of the unit-step function u(¢) using the FT of the functions

. 1 fort>0 d 0 =1
M) = —1 fort<O an rE =

Using the duality property, find the FT of the signal x(¢).
1
9.14.1 x(1) = T
*9.14.2 x(t) = 230,
9.14.3 x(r) = md(1) + 1.
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9.15 Using the linearity and frequency-shifting properties, find the FT of x(¢).
9.15.1 x(t) = cos(wot)u(t).
9.15.2 x(t) = sin(wot)u(t).

cos(wot) for|t] < a

*9.15.3 x(t) = , a>0.
0 for |t| > a
sin(wot) for|t| < a

9.15.4 x(t) = , a>0.
0 for |t| > a

*9.16 Derive the inverse FT of the function
X(joo) = — (et —1)
w2

using the time-domain convolution property.
9.17 Using the time-domain convolution property, find the FT of the convolution of

x(t) and h(z).
—2 forO<t<4

9.17.1 x(r) = and
0 fort<Oand?t>4

3 forO<t<?5
h(t) =
0 fort<Oandtr>>5

9.17.2 x(t) = e ?u(t) and h(t) = e u(z).
for0 <t <1

9.17.3 x(t) = e "u(t) and h(z) =
x(t) = e~"u(r) and h(7) 0 fort<Oand?r>1

(1 —1z]) forlt] <1 1 forO<t<1
9.17.4 x(t) = . and h(@) =
0 otherwise 0O fort<QOand? > 1

9.17.5 x(t) = e *u(t), a > 0 and h(t) = x(7).
9.18 Using the frequency-domain convolution property, find the FT of the product

of x(¢) and h(z).

9.18.1 x(t) = cos(wot) and h(t) = u(?).

*9.18.2 x(¢) = sin(wpt) and h(r) = u(t).
1 forlt] <a

9.18.3 x(t) = cos(wot) and h(t) = , a>0.
0 forlt] > a

for |t| < a

1
9.18.4 x(t) = sin(wot) and h(t) = { , a>0.

0 forlt] > a

9.19 Derive the FT of the function x(t) = eI, a > 0 using the linearity and time-
reversal properties.

9.20 Using the time-scaling property, find the FT of the signal x(at).
9.20.1 x(t) = cos(t) and a = —2.
9.20.2 x(t) = e ¥u(t) and a = 2.

9.20.3 x(t) = e *u(r)anda = 3.
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9.204 x(t)=e *u(f)anda = —1.

1 for|t] <2
9.20.5 x(r) = 0 and a = 2.

for |t] > 2
1 for|t] <2
9.20.6 x(r) = and a = —2.
0 forlt] >2
1 fort] <2 |
9.20.7 x(r) = anda = ;.
0 for|t] > 2

9.20.8 x(¢t) = u(t) and a = 3.
*9.20.9 x(t) = u(t) anda = —2.
9.20.10 x(t) = u(t —4)and a = 2.
9.21 Using the time-differentiation property, find the FT of the derivative of the
signal x(¢) = sin(4?).
9.22 Using the time-differentiation property, find the FT of the signal x(¢).

(1—1 forO<t<1
9.22.1 x(r) =
0 fort<Oandr>1
t forO<t<1
9.22.2 x(t) =
0 fort<Oand?r>1

1 for—1<t<0
9223 x(1)=<¢ —1 forO<t<1
0 fort<—landz>1
t for0<t<1
1 forl<t<?2
B—1 for2<t<3
0 fort<Oand?> 3
9.22.5 x(t) = e~2M.
9.23 Using the time-integration property, find the FT of y(¢), where

*9.22.4 x(t) =

¥(1) = / x(0)de

9.23.1 x(t) = 6(t — 3).
2 for—1<t<0

9232 x(t)=4{ —2 for0<t<1

0O fort<—landfr>1

9.23.3 x(t) = cos(3¢).
sin(/) for0<t<7
9.23.4 x(r) =

0 fort<0andt>%
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9.23.5 x(1) cos(t) forO<t<m
oo R = 0 fort<Oandt>nm

*9.23.6 x(t) = e "u(1).
9.23.7 x(t) = u(z).
9.24 Using the frequency-differentiation property, find the FT of the signal x(¢).
9.24.1 x(t) = e~ u(?).
9.24.2 x(t) = tu(t).
9.24.3 x(1) = te 21,

“9.24.4 x(1) t forO<t<1
SEERITN0 0 fort<Oandr> 1

for—1 <t<1

9.24.5 x(1) = { !

0O fort<—landfr>1

tsin(t) forO<t<m

9.24.6 x(1) = {

9.25 Using the linearity, time-shifting, frequency differentiation properties and the
FT of u(¢), find the FT of the signal

0 fort<Oandt>m

0 fort<O
xt)=qt for0<tr<3
3 forr>3

9.26 Find the energy of the signal x(¢) = e~ *u(t). Find the value of T such that 90%
of the signal energy lies in the range 0 < < T. What is the corresponding
signal bandwidth.

9.27 Derive the Parseval’s theorem for aperiodic signals from that for the Fourier
series of periodic signals, as the period tends to infinity.

9.28 Using the complex FS coefficients of the periodic signal x(¢), find its FT.
9.28.1 x(1) =02 8t —nT).

9.28.2 x(t) = 2 + 3cos(2t) + 4sin(4r) — Se= 7% 4 617,
*9.28.3 x(t) = —1 — 3sin(3¢) 4+ 2 cos(5¢) + 6e~/7".
9.28.4 x(t) = 3 — 2 cos(10¢) + 3 sin(15¢) — e/>".
9.29 Using the FT, find the complex FS coefficients of the periodic signal x(z).
9.29.1 x(t) = 5e~/+5).
9.29.2 x(t) = 2cos(2t — 7).
9.29.3 x(t) = 3sin(3t — %).
*9.29.4 x(t) = Y0l (t —2n)(u(t — 2n) — u(t — 2 — 2n)).

9.30 Find the inverse FT, x(¢), of X(jw). Find the sampled signal x,(¢) and its trans-

form X;(jw) for the sampling interval 7, = 0.25,0.5, 1,2 and 3 s.
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9.31

9.32

*9.33

9.34

9.35

9.30.1
. cos(w) for|w| <m
X(jow) =
0 elsewhere
9.30.2
. sinfw) for|w| <m
X(jow) =
0 elsewhere

Find the FT of x(¢) and its sampled versions with the sampling interval 7, =
0.01,0.1, 1 and 10 s. What are the spectral values of x(¢#) and its sampled
versions at w = 0.
9.31.1 x(t) = e "u(?).
*9.31.2 x(t) = e "I,
Find the FT of x(¢) and its sampled versions with the sampling interval 7, =
0.1,0.5,1and 2 s.
932.1 x(1) = 2cos (1) + sin (3%1),

932.2 x(t) = 4sin (%) + cos (5%1).
Approximate the samples of the FT of the signal

1—|t] forlt] <1
x(t) =
0 elsewhere

using the DFT with N = 4 samples. Assume that the signal is periodically
extended with period T = 2 s. Compare the first two samples of the FT obtained
using the DFT with that of the exact values.

Approximate the samples of the FT of the signal

1 for|t] <2
x(t) =
0 forlt] >2

using the DFT with N = 4 samples. Assume that the signal is periodically
extended with period T = 8 s. Compare the first two samples of the FT obtained
using the DFT with that of the exact values.

Find the response y(¢), using the FT, of the system governed by the differential
equation

DO Ly = e
WO e
a7

Verify your solution by substituting it into the differential equation.
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9.36

9.37

9.38

Using the FT, find the zero-state response y(¢) of the system governed by the
differential equation

dy(1) B
2? + 3y(t) = (1)

Verify your solution by substituting it into the differential equation.
Using the FT, find the zero-state response y(¢) of the system governed by the
differential equation

dy(r)
——— +2y(t) = u(t
o T y(1) = u(r)
Verify your solution by substituting it into the differential equation.
Using the FT, find the zero-state response y(f) of the system governed by the
differential equation

3‘%&” +2y(1) = 4e 2 u(r)

Verify your solution by substituting it into the differential equation.
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The z-Transform

In Fourier analysis, we decompose a signal in terms of its constituent constant-
amplitude sinusoids. Systems are modeled in terms of their responses to sinusoids.
This representation provides an insight into the signal and system characteristics and
makes the evaluation of important operations, such as convolution, easier. The gen-
eral constraint on the signal to be analyzed is that it is absolutely or square integ-
rable/summable. Even with this constraint, the use of Fourier analysis is extensive
in signal and system analysis. However, we still need the generalization of Fourier
analysis so that a larger class of signals and systems can be analyzed in the frequency-
domain, retaining all the advantages of the frequency-domain methods. The general-
ization of the Fourier analysis for discrete signals, called the z-transform, is described
in this chapter.

The differences between the z-transform and Fourier analysis are presented in
Section 10.1. In Section 10.2, the z-transform is derived starting from the DTFT defi-
nition. In Section 10.3, the properties of the z-transform are described. In Section 10.4,
the inverse z-transform is derived and two frequently used methods to find the inverse
z-transform are presented. Typical applications of the z-transform are described in
Section 10.5.

10.1 Fourier Analysis and the z-Transform

In Fourier analysis, we analyze a waveform in terms of constant-amplitude sinusoids
A cos(wn + 60), shown in Figure 2.1. Fourier analysis is generalized by making the
basis signals a larger set of sinusoids, by including sinusoids with exponentially vary-
ing amplitudes Ar”" cos(wn + 6), shown in Figure 2.5. This extension enables us to
analyze a larger set of signals and systems than is possible with Fourier analysis. The
sinusoids, whether they have constant-amplitude or varying amplitude, have the key
advantages of being the basis signals in terms of ease of signal decomposition and

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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efficient signal and system analysis. In Fourier analysis, we use fast algorithms to
obtain the frequency-domain representation of signals. In the case of the transforms
that use sinusoids with exponentially varying amplitudes, it is found that a short table
of transform pairs is adequate for most practical purposes.

In the Fourier representation, the spectrum of a one-dimensional signal is also one-
dimensional, the spectral coordinates being the frequency w and the complex amplitude
of the complex sinusoids. In the case of the generalized transforms, the rate of change
of the amplitude of the exponentially varying amplitude sinusoids is also a parameter.
This makes the spectrum of a one-dimensional signal two-dimensional, a surface. The
spectrum provides infinite spectral representations of the signal, that is the spectral
values along any appropriate closed contour of the two-dimensional spectrum could
be used to reconstruct the signal. Therefore, a signal may be reconstructed using
constant-amplitude sinusoids or exponentially decaying sinusoids or exponentially
growing sinusoids, or an infinite combination of these types of sinusoids.

The advantages of the z-transform include: the pictorial description of the behavior
of the system obtained by the use of the complex frequency; the ability to analyze
unstable systems or systems with exponentially growing inputs; automatic inclusion
of the initial conditions of the system in finding the output; and easier manipulation
of the expressions involving the variable z than those with e/®.

10.2 The z-Transform

We assume, in this chapter, that all signals are causal, that is x(n) =0, n <0,
unless otherwise specified. This leads to the one-sided or unilateral version of the
z- transform, which is mostly used for practical system analysis. If a signal x(n)u(n)
is not Fourier transformable, then its exponentially weighted version (x(n)r~") may
be Fourier transformable for the positive real quantity » > 1. If x(n)u(n) is Fourier
transformable, (x(n)r~") may still be transformable for some values of » < 1. The
DTEFT of this signal is

> (e
n=0

By combining the exponential factors, we get

o0

X(re’®) = Zx(n)(rejw)_"

n=0

This equation can be interpreted as the generalized Fourier analysis of the signal
x(n) using exponentials with complex exponents or sinusoids with varying amplitudes
as the basis signals. By substituting z = re/”, we get the defining equation of the
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one-sided or unilateral z-transform of x(n) as

o0

X(@) =) x(mz™" (10.1)

n=0

Expanding the summation, we get
X(z) = x(0) + x()z '+ x(2)z 2 +x(3)z > + - -

where z is a complex variable. Therefore, the basis functions used in the z-transform
are of the form 7" = et/ = e = y(cos(wn) + jsin(wn)) = (a + jb)". While
X (e/®) is the DTFT of x(n), X(z) = X(re/®) is the DTFT of x(n)r~" for all values of r
for which Y2 [x(n)r~"| < oo. If the value one is included in these values of r, then
X(e/®) can be obtained from X(z) by the substitution z = e/“. The z-transform of a
signal x(n), X(z), exists for |z| > r¢ if [x(n)| < r{j for some constant (. For example,
x(n) = a" does not have a z-transform. In essence, the z-transform of a signal, whether
it is converging or not, is the DTFT of all its versions, obtained by multiplying it by a
real exponential of the form =", so that the modified signal is guaranteed to converge.

The z-transform, X(z), represents a sequence only for the set of values of z for which
it converges, that is the magnitude of X(z) is not infinite. The region that comprises
this set of values in the z-plane (a complex plane used for displaying the z-transform)
is called the region of convergence (ROC). For a given positive number c, the equation
|z| = |a + jb| = c or a* + b* = ¢? describes a circle in the z-plane with center at the
origin and radius c. Consequently, the condition |z| > ¢ for ROC specifies the region
outside this circle. If the ROC of the z-transform of a sequence includes the unit-circle,
then its DTFT can be obtained from X(z) by replacing z with e/®.

Example 10.1. Find the z-transform of the unit-impulse signal, §(n).

Solution
Using the definition, we get

X(z) =1, forall z and 8(n) <=1, forall z
The transform pair for a delayed impulse §(n — m) is
S(n—m) &= z™" |z| > 0,

where m is positive. O

Example 10.2. Find the z-transform of the finite sequence with its only nonzero
samples specified as {x(0) = 5, x(2) = 4, x(5) = —2}.
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Solution
Using the definition, we get

5 529 +4z3 -2

X@)=5+47"-2"="—F—  [z[>0

< O

The geometric sequence, a"u(n), is fundamental to the study of linear discrete
systems, as it is more convenient to express the natural response of systems in that
form.

Example 10.3. Find the z-transform of the geometric sequence, a"u(n).

Solution
Substituting x(n) = a” in the defining equation of the z-transform, we get

X@=) (@' =1+@"'"' +@ '+ @'+
n=0

: < 12| > |al
= = > |a
1—(a1z)7! a ¢

It is known that the geometric series 1 +r + r2 + - - - converges to 1/(1 —r), if
|r] < 1.If |z| > |al, the common ratio of the series » = a/z has magnitude that is less
than one. Therefore, the ROC of the z-transform is given as |z| > |a| and we get the
transform pair

Z
ad'uln) & zfa |z] > |a| O

Note that the DTFT of a"u(n) does not exist for a > 1, whereas the z-transform
exists for all values of a as long as |z| > |a|. The z-transform spectrum of a sequence
is usually displayed by the locations of zeros and poles of the z-transform and its
magnitude.

The pole-zero plot and the magnitude of the z-transform z/(z — 0.8) of the signal
a’u(n) witha = 0.8 are shown, respectively, in Figures 10.1(a) and (b). When z = 0.8,
| X(2)] = oo.

This point, marked by the cross in Figure 10.1(a) is called a pole of X(z) (the
peak in Figure 10.1(b)). When z = 0, X(z) = 0. This point marked by the open cir-
cle in Figure 10.1(a) is called a zero of X(z) (the valley in Figure 10.1(b)). The
pole-zero plot specifies a transform X(z), except for a constant factor. In the region
outside the circle with radius 0.8, X(z) exists and is a valid frequency-domain rep-
resentation of the signal. In general, the ROC of a z-transform is the region in the
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Region of convergence

0.8

Region of

divergence

1X(z)l=00
o

1X(z)!, dB

Im(z)

-0.8 0 0.8
Re(z)

@ (b)

Figure 10.1 (a) The pole-zero plot of the z-transform z/(z — 0.8) of (0.8)"u(n); (b) the magnitude of
the z-transform

z-plane that is exterior to the smallest circle, centered at the origin, enclosing all its
poles.

Example 10.4. Find the z-transform of the signal e/*"u(n). Deduce the z-transform
of sin(wn)u(n).

Solution
Using the transform of a"u(n) with a = ¢/“, we get

; Z
e’"u(n) < . lz] > 1
z

Since the magnitude of a = ¢/ is 1, the convergence condition is |z| > 1. Using
the fact that j2 sin(wn) = (e/“" — e7 /"), we get

. z
J2X(z) = — — — lz| > 1
z—el z—e

. z sin(w) _ z sin(w)
sin(wn)u(n) < @ o o)~ 2 2zcos@) I 1 lz] >1 O

Figure 10.2(a) shows the pole-zero plot and Figure 10.2(b) shows the magnitude
of the z-transform z sin(%)/ (2?2 =2z cos() + 1) of the signal sin(3n)u(n). There is a
zero at 7 = 0 and poles at z = /7 and z = e~ /7, a pair of complex-conjugate poles.

Example 10.5. Find the z-transform of the signal defined as

0.2)" for0<n <5
x(n) =< (0.2)" +(—0.6)" for6 <n <8
(—0.6)" for9 <n < o0
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1 Region of convergence

Region of
divergence

/m
= 1X(z)l=00 =
= 0 [¢] ~
= =

-0.7071
-1
-1 0 0.7071
Re(z)

(a) (b)

Figure 10.2 (a) The pole-zero plot of the z-transform z sin(%)/[(z — ej%)(z — e’j%)] of sin(Fn)u(n);
(b) the magnitude of the z-transform

Solution
From the definition of the z-transform, we get

8 00 5
X(@) =) 022"+ (—0.6)'z7" = > (—0.6)"z™"
n=0 n=0 n=0

_ 22 —(0.2)° z 20 — (—0.6)°

X _
@ #(z—-02) z4+06 5(z+0.6)

|z| > 0.6 0

10.3 Properties of the z-Transform

Properties present the frequency-domain effect of time-domain characteristics and
operations on signals and vice versa. In addition, they are used to find new transform
pairs more easily.

10.3.1 Linearity

It is often advantageous to decompose a complex sequence into a linear combination
of simpler sequences (as in Example 10.4) in the manipulation of sequences and their
transforms. If x(n) <= X(z) and y(n) <= Y(z), then

ax(n) + by(n) <= aX(z) + bY(2)

where a and b are arbitrary constants. The z-transform of a linear combination
of sequences is the same linear combination of the z-transforms of the individual
sequences. This property is due to the linearity of the defining summation operation
of the transform.
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10.3.2 Left Shift of a Sequence

The shift property is used to express the transform of the shifted version, x(n + m)u(n),
of a sequence x(n) in terms of its transform X(z). If x(n)u(n) <= X(z) and m is a
positive integer, then

m—1
x(n +mu(n) <= " X(2) = 2" Y x(m)z”"
n=0

Let the z-transform of the sequence x(n + m)u(n) be Y(z). Then,

27"Y () = x(m)z" 4+ x(m + Dz 4

m—1

By adding m terms, >_)"" ) x(n)z~", to both sides of the equation, we get

Z7"Y(2) +x(m — Dz x(m —2)z7" 2 4+ o+ x(0) = X(2)

m—1

Y(2) =7"X(2) — 2" )Y x(m)z™"

n=0

For example,
x(n + Du(n) <= zX(z) — zx(0) and x(n + 2)u(n) < 22X(z) — z22x(0) — zx(1)

Consider the sequence x(n) with x(—2) =1, x(—1) =2,x(0) = —1,x(1) =1,
x(2) = —=2,x(3) =2 and x(n) = 0 otherwise, shown in Figure 10.3(a). The trans-
form of x(n) is X(z) = —1+z7' —2z72 +2z73. The sequence p(n), shown in
Figure 10.3(b), is the left-shifted sequence x(n + 1). The transform of p(n)u(n) =
x(n + Du(n) is

P)=1=-27"422=2X@)—zx(0) = z(=1 +z7' =272 423 + 2

0 0
-1 . -1 . -1
I, S S— 2l . I, " .

-3-2-101234 -3-2-101234 -3-2-101234

n n n

(@) (b) (©)

Figure 10.3 (a) x(n); (b) p(n) = x(n + 1); (c) g(n) = x(n — 1)

x(n)
o
p(n)
q(n)
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10.3.3 Right Shift of a sequence
If x(n)u(n) <= X(z) and m is a positive integer, then

x(n —mu) < 77 "X +z7" ZX(—H)Zn

n=1

For example,

x(n — Du(n) < 7' X(2) + x(—1)
x(n — u(n) <= 77 2X(2) + 2 ' x(=1) + x(=2)

The sequence g(n), shown in Figure 10.3(c), is the right shifted sequence x(n — 1).
The transform of g(n)u(n) = x(n — Du(n) is

0)=2—-z7"+72—-2;342;
=247 =14z 1-222422) =x(-D+ 2 'X(2)

In finding the response y(n) of a system for n > 0, the initial conditions, such as
y(—1) and y(—2), must be taken into account. The shift properties provide the way for
the automatic inclusion of the initial conditions. The left shift property is more conve-
nient for solving difference equations in advance operator form. Consider solving the
difference equation y(n) = x(n) + % y(n — 1) with the initial condition y(—1) = 3 and
x(n) = 0. The solution is y(n) = 3(%)"+1u(n), using time-domain method. Taking the
z-transform of the difference equation, we get Y(z) = X(z) + %(z‘lY(z) + 3). Solv-
ing for Y(2), Y(z) = %z/(z — %). The inverse transform of Y (z) is y(n) = %(%)"u(n),
which is the same as that obtained earlier.

10.3.4 Convolution
If x(n)u(n) <= X(z) and h(n)u(n) <= H(z), then

y(n) =" h(m)x(n — m) <> Y(z) = H(2)X(z)

m=0

The DTFT of x(n)r—" is the z-transform X(z) of x(n). The convolution of x(n)r—"
and h(n)r~" corresponds to X(z)H(z) in the frequency-domain. The inverse DTFT of
X(z)H(z), therefore, is the convolution of x(n)r~" and h(n)r~" given by

oo oo

> x(myr " h(n — m)yr™" T = N x(m)h(n — m) = r~"(x(n) * h(n))

m=0 m=0
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As finding the inverse z-transform is the same as finding the inverse DTFT in
addition to multiplying the signal by r", as will be seen later, we get the convolution
of x(n) and h(n) by finding the inverse z-transform of X(z) H(z).

Consider the two sequences and their transforms x(n) = (%)”u(n) <— X(z) =
z/(z—3) and h(n) = (3)"u(n) < H(z) = z/(z — ). The convolution of the
sequences, in the transform domain, is given by the product of their transforms,

2
X(2)H(z) = z z _ 3z 2z

The inverse transform of X(z)H(z) is the convolution of the sequences in the time-
domain and it is (3()" — 2(3)")u(n).

10.3.5 Multiplication by n
If x(n)u(n) <= X(z), then
d
nx(mu(n) < —z—X(2)
dz

Differentiating the defining expression for X(z) with respect to z and multiplying
it by —z, we get

—ZiX(Z) = —Zi Zx(n)z_" = an(n)z_" = Z(nx(n))z_”
dz dz -= n=0 n=0

For example,

dn)<=1 and né(n)=0<=20

Z

<
u(n) < 1—71 and nu(n) < m

10.3.6 Multiplication by a"
If x(n)u(n) <= X(z), then

d'x(n)u(n) < X (2)

From the z-transform definition, we get

X(z) = ga"x(n)z_" = ix(n) (fz)_” - X <Z>
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Multiplication of x(n) by a" corresponds to scaling the frequency variable z. For
example,

5 Z
-1 z-2

”(”)‘:’% and (2)”u(n)<:>(
p—

(NI

The pole at z =1 in the transform of u(n) is shifted to the point z = 2 in the
transform of (2)"u(n).

With a = —1 and x(n)u(n) < X(2), (—1)"x(n)u(n) <= X(—z). For example,
u(n) <= = and (=1)"u(n) <= —z/(-z— 1) =z/(z+ D).

10.3.7 Summation

If x(n)u(n) <= X(z), then y(n) =3, _,x(m) <= Y(z) = [z/(z — 1)]X(z). The
product [z/(z — 1)]X(z) corresponds to the convolution of x(n) and u(n) in the time-
domain, which, of course, is equivalent to the sum of the first n 4 1 values of x(n).

For example, x(n) = (— 1)"u(n) = 57 Then, Y(2) = -5 -5 = § (5 + =5 ).

Taking the inverse z-transform, we get y(n) = %(1 + (—=D)").

10.3.8 Initial Value

Using this property, the initial value of x(n), x(0), can be determined directly from
X(2). If x(n)u(n) <= X(z), then

x(0) = lim X(z)  and  x(1) = lim (z(X(2) — x(0))
From the definition of the transform, we get
Jim X(2) = Jim (x(0) +x(1)z”" +xQ)z 7 +x(3)e + ) = x(0)

As 7 — o0, each term, except x(0), tends to zero. Let X(z) = (% — 2z + 5)/
(z> + 3z — 2). Then,

2
-2
X(0) = lim &2

Note that, when z — o0, only the terms of the highest power are significant.
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10.3.9 Final Value

Using this property, the final value of x(n), x(co), can be determined directly from
X(z). If x(n)u(n) < X(z), then

lim_ x(n) = ?31((2 - 1)X(2))

provided the ROC of (z — 1)X(z) includes the unit-circle (otherwise, x(n) has no
limit as n — 00). Let X(z) = (z> — 2z +5)/(z> + 3z — 2). The property does not
apply since the ROC of (z — 1)X(z) does not include the unit-circle. Let X(z) =
(z> — 2z +5)/(z*> — 1.52 4 0.5). Then,

(2 —2z+5) (P —=2z+5)
= lim =8
(z2—-1.5z+05) =1 (z—0.35)

lim x(n) = lim(z — 1)
n—oo z—1

The value lim,,_, o, x(n), if it is nonzero, is solely due to the scaled unit-step compo-
nent of x(n). Multiplying X(z) by (z — 1) and setting z = 1 is just finding the partial
fraction coefficient of the unit-step component of x(n).

10.3.10 Transform of Semiperiodic Functions

Consider the function x(n)u(n) that is periodic of period N for n > 0, that is
x(n+ N)=x(n), n>0. Let x;(n) =x(n)u(n) —x(n — N)u(n — N) < X,(2).
x1(n) is equal to x(n)u(n) over its first period and is zero elsewhere. Then,

x(mu(n) = x1(n) + xi(n — N) + x1(n —2N) + - --

Using the right shift property, the transform of x(n)u(n) is

X N
X@O=Xi@U+z "+ 4y =1 _‘(ZZ)N = X1(2) (ZNZ_ 1)

Let us find the transform of x(n) = (—1)"u(n) with period N =2. X;(z) =1 —

z~! = (z — 1)/z. From the property,

22 (z—l)_ Z
@2-1 z  (z+1

X(2) =

10.4 The Inverse z-Transform

Consider the transform pair x(n)u(n) <= z/(z — 2), |z| > 2. Multiplying the signal
by (i)”u(n) gives x(n)(i)"u(n) < z/(z —0.5), |z| > 0.5, due to the multiplication
by a" property. Now, the ROC includes the unit circle in the z-plane. Let us substitute
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z=2e/1in z/(z — 0.5) to get 1/(1 — 0.5¢=/). The inverse DTFT of this transform
is the signal 0.5"u(n) = x(n)(i)"u(n). Now, multiplying both sides by 4"u(n) gives
the original time-domain signal x(n)u(n) = 2"u(n). This way of finding the inverse
z-transform gives us a clear understanding of how the z-transform is the generalized
version of the DTFT.

The inverse z-transform relation enables us to find a sequence from its z-transform.
The DTFT of x(n)r~" can be written as

o0

X(re’®) = Z x(n)(re’®)™"
n=0
The inverse DTFT of X(re/®) is
1 7 . .
x(nyr™ = — X(re’*)e’ dw
2w J

Multiplying both sides by 7", we get

1 T . .
x(n) = — X(re’*)(re’”)'dw
21 J-x

Let z = re/®. Then, dz = jre/*dw = jzdw. Now, the inverse z-transform of X(z),
in terms of the variable z, is defined as

x(n) = L }{ X(2)7""'dz (10.2)
27j Je ’

with the integral evaluated, in the counterclockwise direction, along any simply con-
nected closed contour C, encircling the origin, that lies in the ROC of X(z). As w varies
from — to m, the variable z traverses the circle of radius  in the counterclockwise
direction once.

We can use any appropriate contour of integration in evaluating the inverse
z-transform because the transform values corresponding to the contour are taken in
the inverse process. As can be seen from Figures 10.1(b) and Figure 10.2(b), the
z-transform values vary with each of the infinite choices for the contour of integra-
tion.

10.4.1 Finding the Inverse z-Transform

While the most general way of finding the inverse z-transform is to evaluate the contour
integral Equation (10.2), for most practical purposes, two other simpler methods are
commonly used.
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10.4.1.1 The Partial Fraction Method

In LTI system analysis, we are mostly encountered with the problem of inverting a
z-transform that is a rational function (a ratio of two polynomials in z). In the partial
fraction method, the rational function of the z-transform is decomposed into a linear
combination of transforms such as those of §(n), a”u(n), and na”u(n). Then, it is easy
to find the inverse transform from a short table of transform pairs.

Consider finding the partial fraction expansion of X(z) = z/(z — é)(z — i). As the
partial fraction of the form kz/(z — p) is more convenient, we first expand X(z)/z and
then multiply both sides by z.

X(@ 1 A B

— +
2 @—-dDe—-p @—3 @—-7

Multiplying all the expressions by (z — %), we get

5

z _(z—ﬁ)z (z— 9

( 1)X(z)_ 1 4y BE=9

Letting z = %,
X(@) —
T|Z:% - 20

Therefore,

we get A= (z— g>%z=% = —20. Similarly, B=(z—1)

—20z 20z

X)) =
I

The time-domain sequence x(n) corresponding to X(z) is given by

1\" 1\"
x(n) = (—20 <5> + 20 (4) ) u(n)

The first four values of the sequence x(n) are
x(0)=0 x(H)y=1 x(2) =0.45 x(3) =0.1525

As the sum of the terms of a partial fraction will always produce a numerator
polynomial whose order is less than that of the denominator, the order of the numer-
ator polynomial of the rational function must be less than that of the denominator.
This condition is satisfied by X(z)/z, as the degree of the numerator polynomial, for
z-transforms of practical interest, is at the most equal to that of the denominator.



240 A Practical Approach to Signals and Systems

Example 10.6. Find the inverse z-transform of

Z2

X7)= — >
O=Che+ D

Solution

3 2
54 5%

+
z—3) @+73)

X(2) z
: <<z “ D+ é)) and X@

m=(3(3) +3(-3) )uor
x(n) = s\ 3 3 u(n
The first four values of the sequence x(n) are

x(0)=1, x(1)=0.1667, x(2)=0.1944, x(3)=0.0602 O

The partial fraction method applies for complex poles also. Of course, the complex
poles and their coefficients will always appear in conjugate pairs for X(z) with real
coefficients. Therefore, finding one of the coefficients of each pair of poles is sufficient.

Example 10.7. Find the inverse z-transform of

<

X =01

Solution
Factorizing the denominator of X(z) and finding the partial fraction, we get

X@ _ ( 1 )
z (z— 1+ jvV))z— (1 — j3)

X(7) = j2i/§ —jé«/i
© (z—(1+jx/§)+z—(1—j\/§)>

1 . 1 . mw _
x(n) = <M> (1+J\/§) + (—jZﬁ) (1 ]x/g) n=0,1,...

The two terms of x(n) form a complex conjugate pair. The conjugate of a complex
number z = x + jy, denoted by z*, is defined as z* = x — jy, that is the imaginary
part is negated. Now, z + z* = 2x (twice the real part of z or z*). This result is very
useful in simplifying expressions involving complex conjugate poles. Let (a + jb)
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and (a — jb) are a pair of complex-conjugate poles and (¢ + jd) and (¢ — jd) are
their respective partial fraction coefficients. Then, the poles combine to produce the
time-domain response 2A(r)" cos(wn + 0), where r = v/a? + b? and w = tanfl(g),
and A = +/c?+d?and 6 = tan_l(%). For the specific example, twice the real part of

(ﬂ%@)(l + jv/3)" or (_jiﬁ)(l — jV/3)"is

1
V3

The first four values of the sequence x(n) are

(2)" cos (ﬂn — 72T> u(n)

x(n) = 3

x(0)=0 x(1)=1 x2)=2 x3)=0 O

Example 10.8. Find the inverse z-transform of

(2=2z42)

X)=————
(z2 — %z + %)

Solution
X(@) (22 —2z+2)
z \z(z— _%)(z — i)

" "
x(n) = 246(n) + (52 (3) —=75 (4) ) u(n)

The first four values of the sequence x(n) are

> and  X(z) = <24+ S22 752 >

-bH @-hH

x(0)=1 x(1) = —1.4167 x(2) = 1.0903 x(3) = 0.7541 O
For a pole of order m, there must be m partial fraction terms corresponding to poles

oforderm,m —1,...,1.

Example 10.9. Find the inverse z-transform of

ZZ

(z—¥z—3)

X(z)_( z >_< A B C)
¢ \e-e-p») @9 @G- -3

X(z) =

Solution
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Now, A can be found to be —2 by substituting z = % in the expression z/(z — %).
C can be found to be 18 by substituting z = % in the expression z/(z — %)2. One method
to determine the value of B is to substitute a value for z, which is not equal to any
of the poles. For example, by substituting z = 0 in the expression, the only unknown
B is evaluated to be —18. Another method is to subtract the term —2/(z — %)2 from
the expression z/(z — %)2(2 — %) to get 3/(z — %)(z — %). Substituting z = % in the
expression 3/(z — %), we get B = —18. Therefore,

2z 18z 18z
X@) = (- - +
2 ( G-I @-h - §)>

m=(-(5)" -1(5) +s(5))u
x(n) = n 3 3 > un
The first four values of the sequence x(n) are

x(0)=0 x(1) =1 x(2) = 1.1667 x(3) = 0.9167 0

The next example is similar to Example 10.9 with the difference that a second-order
pole occurs at z = 0.

Example 10.10. Find the inverse z-transform of

2Z+1
X@) = ——
(2) 26-1)

X(z) [ Z+1 ) é+§+£+ D
z \Pe-p) \Z& 22 z -9

-3 -9 30
X(Z)= <2+—30+Z1>
Z z z2—3)

Solution

1 n
x(n) = =308(n) — 986(n — 1) — 38(n — 2) + 30 (3) u(n)
The first four values of the sequence x(n) are

x0)=0 x(D=1 x2)=03333  x@3)=1.1111 0
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10.4.1.2 The Long Division Method

By dividing the numerator polynomial by the denominator polynomial, we can
express a z-transform in a form that is similar to that of the defining series. Then, from
inspection, the sequence values can be found. For example, the inverse z-transform of
X(z) = z/(z — 0.8) is obtained dividing z by z — 0.8. The quotient is

X(z)=1408z""+0.64z72+0.512z 3 + - --

Comparing with the definition of the z-transform, the time-domain values are
x(0) =1, x(1) =0.8, x(2) = 0.64, x(3) = 0.512, and so on. These values can be
verified from x(n) = (0.8)"u(n), which is the closed-form solution of the inverse z-
transform (Example 10.3). This method is particularly useful when only the first few
values of the time-domain sequence are required.

10.5 Applications of the z-Transform
10.5.1 Transfer Function and System Response

The input—output relationship of a LTI system is given by the convolution operation
in the time-domain. Since convolution corresponds to multiplication in the frequency-
domain, we get

y(n) =Y x(m)h(n —m) &< Y(z) = X(2)H(2),

m=0

where x(n), h(n), and y(n) are, respectively the system input, impulse response, and
output, and X(z), H(z), and Y (z) are their respective transforms. As input is transferred
to output by multiplication with H(z), H(z) is called the transfer function of the system.
The transfer function, which is the transform of the impulse response, characterizes a
system in the frequency-domain just as the impulse response does in the time-domain.
For stable systems, the frequency response H(e’/?) is obtained from H(z) by replacing
z by e/®.

We can as well apply any input, with nonzero spectral amplitude for all values of z
in the ROC, to the system, find the response, and the ratio of the z-transforms Y (z) of
the output and X(z) of the input is H(z) = % Consider the system governed by the
difference equation

y(n) = 2x(n) —3y(n — 1)

The impulse response of the system is h(n) = 2(—3)". The transform of
h(n) is H(z) =2z/(z+3). The output of this system, with initial condition
zero, to the input x(n) =3u(n) is y(n) = 3(1 — (=3)""D)u(n). The transform
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of y(n) is

3 z 3z
Y = —
@ 2<z—1+z+3>

The transform of the input x(n) = 3u(n) is X(z) = 3z/(z — 1). Now,

3 3
v s (&EtTE) 2
X(2) 32 z+3

z—1

which is the same as the transform of the impulse response.

Since the transform of a delayed signal is its transform multiplied by a factor, we
can just as well find the transfer function by taking the transform of the difference
equation characterizing a system. Consider the difference equation of a causal LTI
discrete system.

y(n)+ag_1y(n — 1) +ag_ry(n —2)+---+apy(n — K)
=byx(n) +by_1x(n — 1)+ -+ + box(n — M)

Taking the z-transform of both sides, we get, assuming initial conditions are all
zero,

Y()(1 + 611{—1Z71 + 611(—2172 + -+ aosz)
= X@) by + by + -+ boz™)

The transfer function H(z) is obtained as

Hz) = Y(z) by +by_1z7 '+ boz ™
X)) 14+ (ag_iz7V+akoz 24 - +apzK)
_ Zlﬁio by_iz™
I+ Zle1 aK—lZ_l

The transfer function written in positive powers of z,

KMy 4+ by 12 -+ bo)
2K+ (ag_ 125"+ ag 2252 4+ - 4 ap)

H(z) =

is more convenient for manipulation.
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10.5.2 Characterization of a System by its Poles and Zeros

By using the pole-zero representation of the z-transform, the transfer function can be
written as

KMz —zi)z—z2) (2 — zm) _ pkM 12z —2)

H(z)= B
@ (z—p)(z—p2)--(z— px) C MG -m

where B is a constant. As the coefficients of the polynomials of H(z) are real for
practical systems, the zeros and poles are real-valued or they always occur as complex-
conjugate pairs.

The pole-zero plot of the transfer function H(z) of a system is a pictorial description
of its characteristics, such as speed of response, frequency selectivity, and stability.
Poles with magnitudes much smaller than one results in a fast-responding system, with
its transient response decaying rapidly. On the other hand, poles with magnitudes closer
to one result in a sluggish system. Complex-conjugate poles located inside the unit-
circle result in an oscillatory transient response that decays with time. The frequency
of oscillation is higher for poles located in the second and third quadrants of the unit-
circle. Complex-conjugate poles located on the unit-circle result in a steady oscillatory
transient response. Poles located on the positive real axis inside the unit circle result in
exponentially decaying transient response. Alternating positive and negative samples
is the transient response due to poles located on the negative real axis. The frequency
components of an input signal with frequencies close to a zero will be suppressed
while those close to a pole will be readily transmitted. Poles located symmetrically
about the positive real axis inside the unit-circle and close to the unit-circle in the
passband result in a lowpass system that more readily transmits low-frequency signals
than high-frequency signals. Zeros located symmetrically about the negative real axis
in the stopband further enhance the lowpass character of the frequency response. On
the other hand, poles located symmetrically about the negative real axis inside the unit-
circle and close to the unit-circle in the passband result in a highpass system that more
readily transmits high-frequency signals than low-frequency signals. For example, a
system with its pole-zero plot such as that shown in Figure 10.1 is a lowpass filter.
The stability of a system can also be determined from its pole-zero plot, as presented
later.

Example 10.11. Find the zero-input, zero-state, transient, steady-state, and complete
responses of the system governed by the difference equation

9 1
ym) =2x(n) —x(n — 1) + 3x(n — 2) + Toy(n -D- %y(n -2)

with the initial conditions y(—1) = 3 and y(—2) = 2 and, the input x(n) = u(n), the
unit-step function.
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Solution
The z-transforms of the terms of the difference equation are

z 1
x(n)<:>zf1 x(n—l)<:>z_71 x(n—2)<:>z(z_1)

yn) = Y@  yn-1D = y(—D+77'Y@)=2z"Y(@)+3
Y —2) &= y(-2)+ 7' yW(=D+ 7Y@ =7 () + 377 +2
Substituting the corresponding transform for each term in the difference equation
and factoring, we get
Y(z)  222—z+3 (Gz— )
2 @-De-DHe- @@-Dez-1D

The first term on the right-hand side is H(z)X(z)/z and corresponds to the zero-
state response. The second term is due to the initial conditions and corresponds to the
zero-input response.

Expanding into partial fractions, we get

Yo _ % 72_%_2+14—3
2 @=D @Z-YH @-pP G- @-7

Taking the inverse z-transform, we get the complete response.
zero-state zero-input
- 20+72(1>” 230(1)” 2(1)’1+13 (1)" 0.1
n) = — -] —— (=] —2(= —\(=],n=0,1,...
Y 3 5 3 \4 5) T4 \4

o 20+70<1>" 881 (1) o
n) = — -) —— (=) ,n=0,1,...
Y 3 5 12 \4

The first four values of y(n) are
y(0) = 3.2500 y(1) = 2.3125 y(2) = 4.8781 y(3) = 6.0795

The responses are shown in Figure 10.4. The zero-input response (a) is
—2(%)" + %(%)", the response due to initial conditions alone. The zero-state response

(b) is 2—30 + 72(%)" — zg—o(i)”, the response due to input alone. The transient response

(e) is 72(%)” — %(i)” — 2(%)" + lf(i)" = 70(%)“ — 8%(%)”, the response that
decays with time. The steady-state response (f) is ?u(n), the response after the tran-

sient response has died out completely. Either the sum of the zero-input and zero-state
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Figure 10.4 Various components of the response of the system in Example 10.11

components (a) and (b) or the sum of the transient and steady-state components (e) and
(f) of the response is the complete response (c) of the system. Either the difference of
the transient and zero-input components (e) and (a) or the difference of the zero-state
and steady-state components (b) and (f) of the response is the transient response (d)
of the system due to input alone. The initial and final values of y(n) are 3.25 and
20/3, respectively. These values can be verified by applying the initial and final value
properties to Y(z). We can also verify that the initial conditions at n = —1 and at
n = —2 are satisfied by the zero-input component of the response. O

The same set of coefficients is involved in both the difference equation and transfer
function models of a system. Therefore, either of the models can be used to deter-
mine the complete response of a system. In formulating the transfer function model,
we have assumed that the initial conditions are zero. However, it should be noted
that, with appropriately chosen input that yields the same output as the initial con-
ditions, we can use the transfer function concept, even for problems with nonzero
initial conditions. Consider the transform of the output obtained in the example in
presenting the right-shift property, Y(z) = %z /(z — %). This equation can be consid-
ered as Y(z) = H(z)X'(z) with H(z) = z/(z — }) and X'(z) = 3. X'(z) corresponds
to the time-domain input %S(n), which produces the same response that results from
the initial condition.

10.5.3 System Stability

The zero-input response of a system depends solely on the locations of its poles. A
system is considered stable if its zero-input response, due to finite initial conditions,
converges, marginally stable if its zero-input response tends to a constant value or
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oscillates with a constant amplitude, and unstable if its zero-input response diverges.
Commonly used marginally stable systems are oscillators, which produce a bounded
zero-input response. The response corresponding to each pole p of a system is of the
form r"e/", where the magnitude and phase of the pole are r and 6, respectively. If
r < 1, then " tends to zero as n tends to co. If r > 1, then " tends to oo as n tends to
oo. If r =1, then " = 1 for all n. However, the response tends to infinity, for poles
of order more than one lying on the unit-circle, as the expression for the response
includes a factor that is a function of n. Poles of any order lying inside the unit-circle
do not cause instability. Therefore, we conclude that, from the locations of the poles
of a system,

e All the poles, of any order, of a stable system must lie inside the unit-circle. That
is, the ROC of H(z) must include the unit-circle.

¢ Any pole lying outside the unit-circle or any pole of order more than one lying on
the unit-circle makes a system unstable.

e A system is marginally stable if it has no poles outside the unit-circle and has poles
of order one on the unit-circle.

Figure 10.5 shows pole locations of some transfer functions and the corresponding
impulse responses. If all the poles of a system lie inside the unit-circle, the bounded-
input bounded-output stability condition (Chapter 4) is satisfied. However, the con-
verse is not necessarily true, since the impulse response is an external description of a
system and may not include all its poles. The bounded-input bounded-output stability
condition is not satisfied by a marginally stable system.

10.5.4 Realization of Systems

To implement a system, a realization diagram has to be derived. Several realizations of
a system are possible, each realization differing in such characteristics as the amount
of arithmetic required, sensitivity to coefficient quantization, etc. The z-transform of
the output of a Nth order system is given as

N@)  X@)by+byaz™ +---+biz™)

Y@) = XHE) = X@) D(z) l+ayaz7' +---+az™

Let R(z) = %. Then, Y(z) = R(z)N(z). Now, the system structure can be realized
as a cascade of two systems. The first system, R(z) = X(z)/D(z), has only poles with
input x(n) and output r(n). The second system, Y (z) = R(z)N(z), has only zeros with

input r(n) and output y(n), where

N N
r(n) =x(n) =Y ayr(n —k) and  y(n) = by_r(n —k)
k=1 k=0
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Figure 10.5 The poles of some transfer functions H(z) and the corresponding impulse responses /(n):
@ HE@) =@/V2/@ = V2 + D =05]z/[z = (1/v/2) = (/V2)]=0.5]z/[z = (1/5/2) + (j/~¥2)]
and H(z) =z/(z—1); (b) h(n)=sin(Fmum); () h(n)=um); (d) H() =z/(z>—2z+2)=
0.5jz/lz— (1 — j1)] = 0.5/z/[z — (1 + jD]; and H(z) = z/(z + 1); (e) h(n) = (V2)" sin(Zn)u(n);
(D h(n) = (—D)"u(n); (g) H(z) = z(z — 0.5)/(z*> — z + 0.5) = 0.5z/[z — (0.5 — 0.5)]+0.5z/[z — (0.5
F05)1 H(2) = 2/(z = 1’3 (W h(n) = (75)" cos(Gmyu(n) and () h(n) = nu(n).; () H(z) = z/(z = 0.5)
and H(z) = z/(z — 1.1); (k) h(n) = (0.5)"u(n); () h(n) = (1.1)"u(n); (m) H(z) = z/(z+ 0.4), and

H(z) =z/z+ 1.1; (n) h(n) = (—0.4)"u(n) and (0) h(n) = (—1.1)"u(n).
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Figure 10.6 Realization of a second-order system

Both the systems can share a set of delay units as the term r(n — k) is common. The
realization of a second-order system is shown in Figure 10.6. This realization is known
as the canonical form I realization, implying the use of the minimum number of delay
elements. A transposed form of a system structure is obtained by: (i) reversing the
directions of all the signal flow paths; (ii) replacing the junction points by adders and
vice versa; and (iii) interchanging the input and output points. The transposed form
of the system in Figure 10.6 is shown in Figure 10.7. This realization is known as the
canonical form II realization. This form is derived as follows.

Y@ byz* + b1z + by b+ biz7' 4+ byz 72

H(z) = =
@ X(z2) 22+ aiz+a l+az7' +apz72

Y@ +aiz” ' +apz?) = X(@)(by + b1z + bz ?)

i)

—_—

Yl

Figure 10.7 Transposed form of the system structure shown in Figure 10.6
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Y(2) = byX(2) + 27 (01 X(2) — a1 Y (2) + 2 *(bo X (2) — aoY (2))
=0 X(2) + 2 {(b1X(2) — a1 Y(2)) + 27 (bo X(2) — agY (2))}
=D X(2) + 2 {(b1X(2) — a1 Y(2)) + 2~ ' r(2)(2)}
= b X(2) + 27 'r(1)(2)

Therefore, the following difference equations characterize this system structure.

y(n) = byx(n) + r(1)(n — 1)
r()(n) = bix(n) — a;y(n) +r2)(n — 1)
r(2)(n) = box(n) — apy(n)

These realizations have the advantage of using the coefficients of the transfer func-
tion directly.

While this type of realization is applicable to system of any order, it becomes more
sensitive to coefficient quantization due to the tendency of the poles and zeros to
occur in clusters. Therefore, usually, a higher-order system is decomposed into first-
and second-order sections connected in cascade or parallel. In the cascade form, the
transfer function is decomposed into a product of first- and second-order transfer
functions.

H(z) = Hi(2)Hx(2) - - - Hu(2)

In the parallel form, the transfer function is decomposed into a sum of first- and
second-order transfer functions.

H(z) =g+ Hi(2) + Hy(2)+, - -, + Hu(2),

where g is a constant. Each section is independent and clustering of poles and zeros is
avoided as the maximum number of poles and zeros in each section is limited to two.
Each second-order section is realized as shown in Figure 10.6 or 10.7.

10.5.5 Feedback Systems

In feedback systems, a fraction of the output signal is fed back and subtracted from
the input signal to form the effective input signal. By using negative feedback, we can
change the speed of response, reduce sensitivity, improve stability, and increase the
range of operation of a system at the cost of reducing the open-loop gain. Consider the
feedback system shown in Figure 10.8. The feedback signal R(z) can be expressed as

R(z) = F(2)Y(2)
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Figure 10.8 Two systems connected in a feedback configuration

where F'(z) is the feedback transfer function of the system and Y (z) is the output. Now,

the error signal E(z) is
E(z) = X(z2) — R(z) = X(2) — F(2)Y(2)

The output Y (z) is expressed as
Y(2) = G()E(z) = G(2)(X(2) — F(2)Y(2)),

where G(z) is the forward transfer function of the system. Therefore, the transfer

function of the feedback system is given as
Y(z) G(2)
X(z) 1+ G@F(2)

If G(z) is very large, the transfer function of the feedback system approximates to

the inverse of the feedback transfer function of the system.
1

Yo 1
X(z) F(2)

Consider the system with the transfer function
Z

G(z) =
7 —

[\S][O%}

G(z)hasapoleatz = % and, therefore, the system is unstable. We can make a stable
feedback system, using this system in the forward path and another suitable system in
the feedback path. Let the transfer function of the system in the feedback path be

1
F(z) =
—



The z-Transform 253

Then, the transfer function of the feedback system is

G(2) P 2z -1

1+G(@)FG) H_z%i 22—+ S

Now, both the poles of this system lie inside the unit-circle and, therefore, the system
is stable.

10.6 Summary

e In this chapter, the theory of the one-sided z-transform, its properties and some
applications have been described. As practical systems are causal, the one-sided
z-transform is mostly used in practice.

e The z-transform is a generalized version of Fourier analysis. The basis waveforms
consist of sinusoids with varying amplitudes or exponentials with complex ex-
ponents. The larger set of basis waveforms makes this transform suitable for the
analysis of a larger class of signals and systems.

e The z-transform corresponding to a one-dimensional sequence is two-dimensional
(a surface), since it is a function of two variables (the real and imaginary parts of the
complex frequency). In the frequency-domain, a sequence is uniquely specified by
its z-transform along with its ROC. The spectral values along any simply connected
closed contour, encircling the origin, in the ROC can be used to reconstruct the
corresponding time-domain sequence.

o The inverse z-transform is defined by a contour integral. However, for most practical
purposes, the partial fraction method along with a short list of z-transform pairs is
adequate to find the inverse z-transform.

e The z-transform is essential for the design, and transient and stability analysis of
discrete LTI systems. The z-transform of the impulse response of a system, the
transfer function, is a frequency-domain model of the system.

Further Reading

1. Sundararajan, D., Digital Signal Processing, Theory and Practice, World Scientific, Singapore, 2003.
2. Lathi, B. P., Linear Systems and Signals, Oxford University Press, New York, 2004.

Exercises

10.1  The nonzero values of a sequence x(n) are specified as {x(—2) = 1, x(0) =
2, x(3) = —4}. Find the unilateral z-transform of
10.1.1 x(n — 3).
10.1.2 x(n — 1).

*10.1.3 x(n).
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10.2

10.3

10.4

10.5

10.6

10.7

10.8

10.1.4 x(n + 1).
10.1.5 x(n + 2).
10.1.6 x(n + 4).
Find the nonzero values of the inverse z-transform of
102.1 X(z) =2—-3z2+z%
1022 X(z) =z7%2—-2z7°.
1023 X(z) = =2+ 3771 — 710,
1024 X(2)=1+z7' —z72%
1025 X(z) =z 2+2z7°.
Using the z-transform of u(n) and nu(n), and the shift property, find the
z-transform of x(n).
10.3.1 x(n) = u(n — 3) —u(n —5).
10.3.2 x(n) = nu(n — 3).
10.3.3 x(n) = n, 0 <n <4 and x(n) = 0 otherwise.
*10.3.4 x(n) = (n — u(n).
The nonzero values of two sequences x(n) and h(n) are given. Using the
z-transform, find the convolution of the sequences y(n) = x(n) * h(n).
*10.4.1 {x(0) =2, x(2) = 3, x(4) = —2} and {h(1) = 2, h(3) = —4}.
10.4.2 {x(1) = 3, x(4) = —4} and {h(0) = -2, h(3) = 3}.
10.4.3 {x(2) =3,x(4) = =2} and {h(1) = 4, h(2) = 1}.
10.4.4 {x(0) = —4,x(3) = —1} and {h(0) = 1, h(2) = —2}.
10.4.5 {x(2) =3, x(4) = —1} and {h(1) = 2, h(3) = 2}.
Using the multiplication by n property, find the z-transform of x(n).
10.5.1 x(n) = nu(n).
*10.5.2 x(n) = n2"u(n).
10.5.3 x(n) = nu(n — 2).
Using the multiplication by a” property, find the z-transform of x(n).
10.6.1 x(n) = 3"u(n).
*10.6.2 x(n) = n4"u(n).
10.6.3 x(n) = 2" cos(n)u(n).
Using the summation property, find the sum y(n) = > _, x(m).
10.7.1 x(n) = cos(Zn)u(n).
*10.7.2 x(n) = sin(Zn)u(n).
10.7.3 x(n) = Y5 u(n).
10.7.4 x(n) = u(n).
10.7.5 x(n) = (n)u(n).
Find the initial and final values of the sequence x(n) corresponding to the
transform X(z), usi3ng2the initial and final value properties.
10.8.1 X(z) = %
1082 X(2) = 7575

* __ 2z(z+3)
1083 X(2) = 2500
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10.9

10.10

10.11

10.12

*10.13

10.14

10.15

10.8.4 X(z) =

1085 X(2) = —E ;.

Given the sample values of the first period, find the z-transform of the semiperi-
odic function x(n)u(n).

10.9.1 {1,0, —1, 0}.

109.2 {0, 1,0, —1}.

1093 {1, j, —1, —j}.
*109.4 {1,1, -1, —1}.

10.9.5 {0, 1,2, 1}.

Find the inverse z-transform of X(z) using the inverse DTFT.
10.10.1 X(2) = 5.

10.10.2 X(2) = —5-

10.10.3 X(z2) = ﬁ

Find the inverse z-transform of

z
(z—1?*"

z(2z 4+ 3)
X(7)= ——~~ =7
() @-2:-1)

List the first four values of x(n).

Find the inverse z-transform of
(Bz—-1)
X(2) = ( 2 11 7z l)
2 6
List the first four values of x(n).
Find the inverse z-transform of
X(z) = 72(z+2)
(22 +2z+2)
List the first four values of x(n).
Find the inverse z-transform of
X(z) = 22+
(2-2z-6)
List the first four values of x(n).
Find the inverse z-transform of
z
X(Z) = 3

(2> + 522 — %)

List the first four values of x(n).
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10.16

10.17

10.18

10.19

10.20

*10.21

Find the inverse z-transform of

X 22 -1
)= ——
2+

List the first four values of x(n).

Find the first four values of the inverse z-transform of X(z) by the long division
method. ,

10.17.1 X(z) = E1223,

zz—zz+1
10.17.2 X(z) = it
10.17.3 X(z) = 35=2t2

272+47-3"
Using the z-transform, derive the closed-form expression of the impulse re-

sponse h(n) of the system governed by the difference equation
yn)=x(n)+2x(n — D +x(n —2)+3y(n — 1) —2y(n — 2)

with input x(n) and output y(n).

List the first four values of h(n).

Given the difference equation of a system and the input signal x(n), find the
steady-state response of the system.

10.19.1 y(n) = x(n) +0.8y(n — 1) and x(n)= Zej(%Tﬂ’H'%)u(n).

*10.19.2 y(n) = x(n) + 0.7y(n — 1) and x(n) = 3008(%7”11 — %)u(n).
10.19.3 y(n) = x(n) +0.5y(n — 1) and x(n) = 4Sin(%”n + %)u(n).
Using the z-transform, derive the closed-form expression of the complete
response of the system governed by the difference equation

y(n) =2x(n) —x(n — 1)+ x(n —2) + %y(n -D- ;y(n -2

with the initial conditions y(—1) = 2 and y(—2) = —3 and, the input x(n) =
u(n), the unit-step function.

List the first four values of y(n).

Deduce the expressions for the zero-input, zero-state, transient, and steady-
state responses of the system.

Using the z-transform, derive the closed-form expression of the complete
response of the system governed by the difference equation

yn) =xmn)+2x(n — 1) —x(n —2) + iy(n —-1)— zy(n —2)

with the initial conditions y(—1) = 2 and y(—2) = 1 and, the input x(n) =
(=1 "u(n).
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10.22

10.23

10.24

10.25

List the first four values of y(n).

Deduce the expressions for the zero-input, zero-state, transient, and steady-
state responses of the system.

Using the z-transform, derive the closed-form expression of the complete
response of the system governed by the difference equation

7 1
y(n) =3x(n) = 3x(n — 1) + x(n — 2) + YD -y - 2)

with the initial conditions y(—1) = 1 and y(—2) = 2 and, the input x(n) =
nu(n), the unit-ramp function.

List the first four values of y(n).

Deduce the expressions for the zero-input, zero-state, transient, and steady-
state responses of the system.

Using the z-transform, derive the closed-form expression of the complete
response of the system governed by the difference equation

2
y(n) =x(n) = 3x(n — 1) +2x(n —2) + y(n — 1) — §y(n -2

with the initial conditions y(—1) = 3 and y(—2) = 2 and, the input x(n) =
()" u(n).

List the first four values of y(n).

Deduce the expressions for the zero-input, zero-state, transient, and steady-
state responses of the system.

Using the z-transform, derive the closed-form expression of the complete
response of the system governed by the difference equation

1
y(n) = x(n) + x(n — 1) —x(n — 2) + iy(n — -2y - 2)

with the initial conditions y(—1) = 1 and y(—2) = 2 and, the input x(n) =
2cos(%7”n — Pu(n).

List the first four values of y(n).

Deduce the expressions for the zero-input, zero-state, transient, and steady-
state responses of the system.

Using the z-transform, derive the closed-form expression of the impulse re-
sponse of the cascade system consisting of systems governed by the given
difference equations with input x(n) and output y(n).

List the first four values of the impulse response of the cascade system.
*10.25.1 y(n) =2x(n) —x(n — 1) + %y(n -1 and

y(n) = 3x(n) + x(n — 1) — 1y(n — 1).
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10.25.2 y(n) = x(n) + x(n — 1) — %y(n -1 and
y(n) =2x(n) — x(n — 1) — ty(n — 1).
10.25.3 y(n) = x(n) +2x(n — 1) + %y(n -1 and
y(n) = 3x(n) + 2x(n — 1) + 1y(n — 1).
10.26  Using the z-transform, derive the closed-form expression of the impulse re-

sponse of the combined system, connected in parallel, consisting of systems
governed by the given difference equations with input x(n) and output y(n).
List the first four values of the impulse response of the parallel system.
10.26.1 y(n) = 2x(n) —x(n — 1) + iy(n -1 and
y(n) = 3x(n) + x(n — 1) = y(n — ).
10.26.2 y(n) = x(n) + x(n — 1) — %y(n -1 and
y(n) =2x(n) —x(n — 1) — ty(n — 1).
*10.26.3 y(n) = x(n) +2x(n — )+ y(n — 1)  and
y(n) = 3x(n) + 2x(n — 1) + 1y(n — 1).
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The Laplace Transform

The generalization of the Fourier transform for continuous signals, by including sinu-
soids with exponentially varying amplitudes in the set of basis signals, is called the
Laplace transform. This generalization makes the transform analysis applicable to a
larger class of signals and systems. In Section 11.1, we develop the Laplace transform
starting from the definition of the Fourier transform. In Section 11.2, the properties of
the Laplace transform are described. In Section 11.3, the inverse Laplace transform is
derived. Typical applications of the Laplace transform are presented in Section 11.4.

11.1 The Laplace Transform

We assume, in this chapter, that all the signals are causal, thatis x(¢#) = 0, ¢t < 0, unless
otherwise specified. This leads to the one-sided or unilateral version of the Laplace
transform, which is mostly used for practical system analysis. If a signal x(¢)u(f)
is not Fourier transformable, then its exponentially weighted version, x(t)e~"", may
be Fourier transformable for the positive real quantity o > 0. If x(¢)u(¢) is Fourier
transformable, x(z)e~"" may still be transformable for some values of o < 0. The
Fourier transform of this signal is

S .
/ (x()e e /' dt
0
By combining the exponential factors, we get,
00 .
X0 + jw) = / x(t)e” TNy (11.1)
0

This equation can be interpreted as the generalized Fourier transform of the signal
x(t) using exponentials with complex exponents or sinusoids with varying amplitudes

A Practical Approach to Signals and Systems D. Sundararajan
© 2008 John Wiley & Sons (Asia) Pte Ltd
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as the basis signals. Therefore, a signal may be decomposed in terms of constant-
amplitude sinusoids or exponentially decaying sinusoids or exponentially growing
sinusoids, or an infinite combination of these types of sinusoids. By substituting s =
o + jow, we get the defining equation of the Laplace transform of x(¢) as

X(s) = /oo x(t)e*'dt

Note that the lower limit is assumed, in this book, to be 0~, where t = 0~ is the
instant immediately before = 0. This implies that a jump discontinuity or an impulse
component of the function x(¢) at r = 0 is included in the integral. In addition, this
lower limit enables the use of the initial conditions at t = 0~ directly. In practical
applications, we are more likely to know the initial conditions before the input signal
is applied, rather than after.

While X(jw) is the FT of x(¢), X(s) = X(o + jw) is the FT of x(t)e~* for all values
of o for which [;* |x()e~""|ds < oo. If the value zero is included in these values of
o, then X(jw) can be obtained from X(s) by the substitution s = jw. The Laplace
transform of x(¢), X(s), exists for Re(s) > og if |x(¢)| < Me°* for some constants M
and oy. For example, the signal ¢” has no Laplace transform. In essence, the Laplace
transform of a signal, whether it is converging or not, is the FT of all its versions,
obtained by multiplying it by a real exponential of the form e~, so that the modified
signal is guaranteed to converge.

The advantages of the Laplace transform include: the pictorial description of the
behavior of the system obtained by the use of the complex frequency; the ability to
analyze unstable systems or systems with exponentially growing inputs; automatic
inclusion of the initial conditions of the system in finding the output; and easier
manipulation of the expressions involving the variable s rather than jo.

Example 11.1. Find the Laplace transform of the unit-impulse signal, 5().

Solution
Using the Laplace transform definition, we get

oo
X(s) = / (e 'dt =1 for all s and () <=1, foralls
o

This transform pair can also be obtained by applying a limit process to any function
that degenerates into an impulse and its transform. O

The exponential signal, e~“u(r), is fundamental to the study of linear continuous
systems, as it is more convenient to express the natural response of systems in that
form.
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Example 11.2. Find the Laplace transform of the real exponential signal, x() =
e~ “u(t). Deduce the Laplace transform of the unit step signal, x(¢) = u(z).

Solution
Using the Laplace transform definition, we get

o0 o0
X(s):/ e_mu(t)e_‘"dt:/ e e dt

00 e~ Gtar o 1 oGt
= e CtIgr = —

0~ s+a

:s—l-a s+a

0~ t=00

For the integral to converge, lim,_, o, e~*9" must be equal to zero. This implies that

the real part of (s + a) is greater than zero and, hence, the convergence condition is
Re(s) > —a. This condition describes a region in the s-plane (a complex plane used for
displaying the Laplace transform) that lies to the right of the vertical line characterized
by the equation Re(s) = —a. Note that the Fourier transform of e~ u(#) does not exist
for negative values of a, whereas the Laplace transform exists for all values of a as
long as Re(s) > —a. Therefore, we get the Laplace transform pair

1
e u(t) &= —— Re(s) > —a
s+a

This transform pair remains the same for complex-valued a with the convergence
condition, Re(s) > Re(—a).
With a = 0, we get the transform pair

1
u(t) < " Re(s) > 0 0

The region, consisting of the set of all values of s in the s-plane for which the defining
integral of the Laplace transform converges, is called the region of convergence (ROC).
For the signal in Example 11.2, the region to the right of the vertical line at Re(s) =
Re(—a) is the ROC.

The frequency content of a signal is usually displayed by the locations of zeros
and poles, and the magnitude of its Laplace transform. Figure 11.1(a) shows the
pole-zero plot and Figure 11.1(b) shows the magnitude of the Laplace transform
X(s) = 1/(s + 2) of the signal e 2u(t). Whens = —2,|X(s)| = co. This point marked
by the cross in Figure 11.1(a) is called a pole of X(s) (the peak in Figure 11.1b). Except
for a constant factor, the Laplace transform of a signal can be reconstructed from its
pole-zero plot. For all values of s in the ROC (the region to the right of the dotted vertical
line at Re(s) = —2 shown in Figure 11.1a), X(s) exists and is a valid representation
of the signal. In general, the ROC of a Laplace transform is the region in the s plane
that is to the right of the vertical line passing through the rightmost pole location. If
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Figure 11.1 (a) The pole-zero plot of the Laplace transform, 1/(s 4 2), of the signal, e=>u(¢); (b) the
magnitude of the Laplace transform

the ROC includes the imaginary axis, Re(s) = 0, in the s plane (as in Figure 11.1a),
then the FT can be obtained from the Laplace transform by replacing s with jw.

Example 11.3. Find the Laplace transform of the signal e/*'u(t). Deduce the Laplace
transform of cos(wgt)u(t).

Solution
Using the transform of e~“u(¢) with a = — jwy, we get
jwot 1 .
e’ 'u(t) = - Re(s — jwy) = Re(s) > 0
§— Jwo

Using the fact that 2 cos(wot) = (e/*' + e~ /®"), we get

1 1
2X(s) = — + - Re(s) > 0
s — Jwo S+ Jwo

cos(@ou(t) < ———5  Re(s) >0 O
7+ wy

Figure 11.2(a) shows the pole-zero plot and Figure 11.2(b) shows the magnitude
of the Laplace transform, s/[s> + (%)2] of the signal cos(31)u(t). When s = £j7,
| X(s)| = oo. These points marked by the symbol x in Figure 11.2(a) are the poles of
X(s) (the peaks in Figure 11.2(b). When s = 0, X(s) = 0. This point marked by the
symbol o in Figure 11.2(a) is the zero of X(s) (the valley in Figure 11.2(b).

11.1.1 Relationship Between the Laplace Transform and the z-Transform

A relationship between the FT of a sampled signal and the DTFT of the corresponding
discrete signal was derived in Chapter 9. Now, we derive a similar relationship between
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Figure 11.2 (a) The pole-zero plot of the Laplace transform s/[s> + (%)2] of the signal, cos(5Hu(?);
(b) the magnitude of the Laplace transform

the Laplace transform and the z-transform. The sampled version of a signal x(#)u(¢)
is x4(t) = Y2 x(n)8(t — n), with a sampling interval of one second. As the Laplace
transform of 6(¢ — n) is e*" and due to the linearity property of the Laplace transform,
the Laplace transform of the sampled signal x,(¢) is given by

o0
X(s) = Zx(n)e*”
n=0
With z = €°, this equation becomes
x
X, (s) = Zx(n)z_”
n=0

The right-hand side of this equation is the z-transform of x(n).

For example, let x(f) = e~ > u(t). Then, the corresponding discrete signal is x(n) =
e ?"u(n) with its z-transform z/(z — e~>) Now, the Laplace transform of the sampled
version of x(¢), x,(t) = 300, e "8(t — n), is €°/(¢* — e~2), which is obtained from
z/(z — e72) by the substitution z = ¢°.

11.2 Properties of the Laplace Transform

Properties present the frequency-domain effect of time-domain characteristics and
operations on signals and vice versa. In addition, they are used to find new transform
pairs more easily.

11.2.1 Linearity

The Laplace transform of a linear combination of signals is the same linear combina-
tion of their individual Laplace transforms. If x(t) <= X(s) and y(¢) <= Y(s), then
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ax(t) + by(t) <= aX(s) + bY(s), where a and b are arbitrary constants. This prop-
erty is due to the linearity of the defining integral of the Laplace transform. We use this
property often to decompose a time-domain function in finding its Laplace transform
(as in Example 11.3) and to decompose a transform in order to find its inverse.

11.2.2 Time Shifting
If x(1)u(t) <= X(s), then

x(t — to)u(t — to) fo >0 e X(s)

Now, e =% = ¢~ (@@l — =0l g=j® The term e~/*" is the linear shift of the phase
of sinusoids, as in the case of the Fourier analysis. Due to the fact that the basis
functions are sinusoids with varying amplitudes, we need another factor e~ to set
the amplitude of the sinusoids appropriately so that the reconstructed waveform is the
exact time-shifted version of x(t).

Consider the waveform x(t)u(t) = e %"u(t) and its shifted version e
u(t — 8). The Laplace transforms of the two functions are, respectively, 1/(s 4+ 0.1)
and e /(s +0.1).

This property holds only for causal signals and for right shift only. Remember
that the transform of the shifted signal is expressed in terms of that of the original
signal, which is assumed to be zero for ¢ < 0. To find the transform of signals such as
x(t — to)u(t) and x(1)u(t — ty), express the signal so that the arguments of the signal
and the unit-step signal are the same and then apply the property. Of course, the
transform can also be computed using the defining integral.

—0.1(r—8)

11.2.3 Frequency Shifting
If x(t)u(t) <= X(s), then

eV x(Hu(t) <= X(s — so)

Multiplying the signal x(¢) by the exponential e®’ amounts to changing the complex
frequency of its spectral components by sy. Therefore, the spectrum X(s) is shifted in
the s-plane by the amount sj.

Consider finding the transform of the signal ¢ u(¢). This signal can be considered
as the unit-step, u(¢), multiplied by the exponential with sy = 2. Therefore, according
to this property, the transform of e?u(z) is the transform of u(¢), which is é, with the
substitution s = s — 2, thatis 1/(s — 2).
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11.2.4 Time-differentiation

The time-differentiation property is used to express the transform of the derivative,
dx(¢)/dt, of a signal x(¢) in terms of its transform X(s). If x(¢) <= X(s), then

dx(?)
dt

< sX(s) — x(07)

As the signal, in the frequency-domain, is expressed in terms of exponentials e¢* and
the derivative of the exponential is se*, the differentiation of a signal in time-domain
corresponds to multiplication of its transform by the frequency variable s, in addition
to a constant term due to the initial value of the signal at + = 0~. The point is that
two signals x(#) and x(#)u(¢) have the same unilateral Laplace transform. However,
the Laplace transforms of their derivatives will be different if x(#) and x(¢)u(¢) have
different values of discontinuity at = 0. The derivative of x(¢) with a different value
of x(07) differs from that of x(#)u(¢), only at t = 0. s X(s) is the derivative of x(¢)u(¢),
that is the derivative of x(#) with x(0~) = 0.

A signal x(r), with step discontinuities, for example, at r = 0 of height (x(0") —
x(07)) and at t = #; > 0O of height (x(tfr) — x(#])) can be expressed as

x(1) = xo(1) + (x(07) — (07 Du(r) + (x(r77) — x() Nu(t — 11),

where x.(t) is x(¢) with the discontinuities removed and x(tf’) and x(t, ) are, respec-
tively, the right- and left-hand limits of x(¢) at ¢ = ¢#,. The derivative of x(¢) is given
by generalized function theory as

dx(r) B dx.(r)
dt  dr

+ ((07) = x(07))3(t) + (x(177) — x(t NS(r — 1),

where dx.(¢)/dt is the ordinary derivative of x.(¢) at all # except att = 0 and t = #,.
The Laplace transform of dx(¢)/dt is given by

5Xc(8) + (x(0F) — x(07)) + (x(1]) — x(17))e™" = sX(s) — x(07)
Consider the signal, shown in Figure 3.8(a),
x®) =u(—t—=D+e " ut+1)—ult—1)+2t(u — 1) — u( —2))

T
+ cos (t) u(t —2)
2
= xc(t) + 1.7183u(t + 1) + 1.6321u(t — 1) — Su(t — 2),
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and its derivative

dx(r) _
5 =0—e'(u@+ 1) —u@—1)+2u@—1)—u(t —2))

_ (727) sin (Zr) u(t —2)

+ 1.718358(t + 1) + 1.632156(t — 1) — 58(¢ — 2),
shown in Figure 3.8(b). The transform of x(¢) is

1 ele™ 2e7  2e7 2e7H 4eTE ge®
= - +—t -T2 = - 2
s+1 s+1 s § s s $2 + (%)

X(s)

Remember that the value of x(¢) for r < O is ignored in computing the unilat-
eral Laplace transform. The term cos(7#)u(t — 2) can be rewritten as — cos(5(t — 2))
u(t — 2) and then the time-shifting theorem can be applied to find its transform. The
initial value is x(0~) = 1. Now,

se"le™s e Qe % s2e™ %
e —_—

X(s)—x(07) = — [
sX(s) —x(07) PR +— . 2t @)

The transform of dx(¢)/dt is

1 e le™ 2% 2e7 (%)2 e
-+ TR
s+1  s+1 s s 2+ (%)

=sX(s) —x(07)

This property can be extended, by repeated application, to find the transform of
higher-order derivatives. For example,

d /dx(n)\  d*x()
dt( dr >_ aw =

O, = 2X() - sx0) — 20

s(sX(s) — x(07)) — pm ”

|t:0—

One common application of this property is in the modeling of system components
such as an inductor. The relationship between the current i(¢) through an inductor
of value L henries and the voltage v(¢) across it is v(¢) = L(di(t)/dt). Assuming the
initial value of current in the inductor is i(0™), using this property, we get the Laplace
transform of the voltage across the inductor as V(s) = L(sI(s) — i(07)).
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The application of time-differentiation and linearity properties reduces a differen-
tial equation to an algebraic equation, which can be easily solved. Consider solving
the differential equation dy(¢)/dt + % y(t) = 0, with the initial condition y(0™) = 3.
The solution using time-domain method (Chapter 5) is y(¢) = 3e~3 u(t). Taking the
transform of the differential equation, we get sY (s) — 3 + %Y(s) = 0. Solving for Y (s),
Y(s)=3/(s+ %). Finding the inverse transform, we get the same solution.

11.2.5 Integration
If x(t) <= X(s), then

/t x(t)dt <— lX(s)
S

As the signal, in the frequency-domain, is expressed in terms of exponentials e*
and the integral of the exponential is e* /s, the integration of a signal in time-domain
corresponds to a division of its transform by the frequency variable s. From another
point of view, the product (1/s)X(s) corresponds to the convolution of x(¢) and u(¢)
in the time-domain, which, of course, is equivalent to the integral of x(¢) from 0 to
t. For example, the transform of the unit-step signal, which is the integral of the unit
impulse function with X(s) = 1, is 1/s. Similarly, ru(t) <=1/ s2.

Consider the function sin(¢)u(¢) with its transform 1/(s> + 1). Using this property,

/07 sin(t)dt <— m

Finding the inverse transform, we get (1 — cos(#))u(¢), which can be verified to be
the time-domain integral of the sine function.

As the definite integral fB;o x(t)dr is a constant,

t 0— ' 0~
/_ x(t)dt =/ x(t)dr + /0_ x(1)dr <— i/_ x(t)dr + %X(s)

One common application of this property is in the modeling of system components
such as a capacitor. The relationship between the current i(¢) through a capacitor
of value C farads and the voltage v(¢) across it is v(t) = é fO’, i(t)dt 4+ v(07), where
v(07) is the initial voltage across the capacitor. Using this property, we get the Laplace
transform of the voltage across the capacitor as

V(s) = % + ”(2)
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11.2.6 Time Scaling
If x(t)u(t) <= X(s), then

1
x(at)u(at) <— —-X (s) a>0
a a
The Laplace transform of x(at)u(at), from the definition, is

/ - x(at)u(at)e *'dt

Substituting at = t, we get t = 7/a and df = dt/a. Note that u(at) = u(t), a > 0.
With these changes, the transform becomes

1 [ s 1 s
f/ x(t)e fdr = -X ()
a Jo- a a

Compression (expansion) of a signal in the time-domain, by changing 7 to at, results
in the expansion (compression) of its spectrum with the change s to s/a, in addition
to scaling by 1/a (to take into account the change in energy).

Consider the transform pair

1

_zt .
e sin(H)u(r) < =
(Ou®) 24+4s5+5 (5+2—)NE+24+))

The two poles are located at —2 + j1 and —2 — j1. With a = 2, we get

1 1 2
e M sin(20)u(2t) = - = _
203 +403)+5 GH4-D6+4+)2)

The two poles are located at —4 + j2 and —4 — ;2.

11.2.7 Convolution in Time
If x(H)u(t) < X(s) and h(t)u(t) <= H(s), then

y(t) = x(Ou(t) * h(Hu(t) = /OOO x(Dh(t — 1)dt <= X(s)H(s)

The FT of x(¢)e~" is the Laplace transform X (s) of x(¢). The convolution of x(¢)e™"
and h(t)e~ " corresponds to X(s)H(s) in the frequency-domain. The inverse FT of
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X(s)H(s), therefore, is the convolution of x(#)e~%" and h(7)e” " given by

o0

/ - x(0)e h(t — 1)e °Vdr = ¢ / x(Dh(t — t)dt = e 7' (x(1) * h(t))
0 0

As finding the inverse Laplace transform is the same as finding the inverse FT in
addition to multiplying the signal by e”, as will be seen later, we get the convolution
of x(¢) and A () by finding the inverse Laplace transform of X(s)H(s).

Consider the convolution of ¢ u(r) and e~ u(r). The inverse of the product of their
transforms,

1 _1( 1 )
(s—2)(s+2) 4\6—-2) (+2))°

is the convolution output }(e* — e~ )u(t).

11.2.8 Multiplication by t
If x(1)u(t) <= X(s), then

dX(s)

tx(Hu(t) <— —
ds

Differentiating the defining expression for — X (s) with respect to s, we get

dX(s)  d /(™ BRI b st
3 - & (/0 x(Hu(t)e dt) _/07 tx(t)e 'dt

In general,

d" X(s)
dsn

"x(Ou(t) < (—1)" n=0,1,2,...

For example, t5(f) =0 <= —d(1)/ds = 0. Another example is tu(t) <—
—d(1/s)/ds = 1/s5>.

11.2.9 Initial Value

If only the initial and final values of a function x(¢) are required, these values can
be found directly, from X(s), using the following properties rather than finding the
function x(¢) by inverting X(s).
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If x(t) <= X(s) and the degree of the numerator polynomial of X(s) is less than
that of the denominator polynomial, then

x(01) = lgglo sX(s)

As s — 00, the value of any term with a higher-order denominator tends to zero
and

SA SA SA
1 4 2 NI N
s — 5 s — 85 §— SN

lim sX(s) = lim (
S—> 00 —>

lim ):A1+A2+---+AN
The inverse transform of X(s), ast — 0, is
x(t) = A1’ + Aye™ + -+ Aye’y’
The right-hand limit of x(¢), as t — O, is
x(O0N=A +A+- -+ Ay = sl_i)rgosX(s)
Similarly,

dx(t)
dr

li=o+ = Jim (s?X(s) — sx(07)

11.2.10 Final Value
If x(r) <= X(s) and the ROC of sX(s) includes the jw axis, then

tlirg x(t) = lin}) sX(s)

As t — 00, the value x(00), if it is nonzero, is solely due to the scaled unit-step
component of x(¢). Multiplying X(s) by s and setting s = 0 is just finding the partial
fraction coefficient of the unit-step component of x(#).

The initial and final values from the transform 1/[s(s 4+ 2)] are

1

x(0%) = lim

=0 and lim x(¢) = lim
s—00 § 4+ 2 t—00

s—>05 4+ 2 2

11.2.11 Transform of Semiperiodic Functions

Consider the function x(¢)u(z) that is periodic of period T for t > 0, that is x(t +
T)=x(t), t > 0. Let x1(t) = x(O)u(t) — x(t — Tu(t — T) <= X(s). x1(¢) is equal
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to x(¢#)u(t) over its first period and is zero elsewhere. Then,
x(Ou(t) = x1 () +x¢—=T)+ -+ x1(t —nT)+---

Using the time-shifting property, the transform of x(#)u(¢) is

X (s
X(s) = Xi1(s)(1 +67ST+---+e*”ST+...)= 1_1727)3T

Let us find the transform of a semiperiodic square wave, the first period of which
is defined as

1 forO0<t<?2
x1(t) =
0 for2<t<4

As x1(t) = (u(t) — u(t — 2)), X1(s) = (1 — e‘zs)/s. From the property,

1 (-e?) 1

X = (1—e%) s —s(1 4 e72)

11.3 The Inverse Laplace Transform

Consider the transform pair x(#)u(t) <= 1/(s — 4), Re(s) > 4. Multiplying x(#)u(t)
by e'u(t) gives x(t)e u(t) <= 1/[(s +5) — 4] = 1/(s + 1) Re(s) > —1, due to
the frequency-shift property. Now, the ROC includes the jw axis in the s-plane. Let us
substitute s = jwin1/(s + 1)toget 1/(jw + 1). The inverse FT of this transform is the
signal e~"u(t) = x(t)e~>'u(t). Now, multiplying both sides by e>'u(t) gives the original
time-domain signal x(¢)u(t) = e*u(t). This way of finding the inverse Laplace trans-
form gives us a clear understanding of how the Laplace transform is the generalized
version of the FT.
The inverse FT of X(o + jw), defined in (Equation 11.1), is given as

1 [ .
x(t)e " = —/ X(o + jw)e’'dw
27 J-
Multiplying both sides by e, we get
1 o .
x(t) = — / X(o + jw)e" T dw
27[ —00

The complex frequency (o + jw) can be replaced by a complex variable s = (o +
Jjw) with the limits of the integral changed to o — joo and o + joo. As ds = jdw, we
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get the inverse Laplace transform of X(s) as
1 o+ joo
x(t) = — / X(s)e'ds
21j Jo—joo

where o is any real value that lies in the ROC of X(s). Note that the integral converges
to the value zero for t < 0 and to the mid-point value at any discontinuity of x(¢). This
equation is not often used for finding the inverse transform, as it requires integration in
the complex plane. The partial fraction method, which is essentially the same as that
described in Chapter 10, is commonly used. The difference is that the partial fraction
terms are of the form k/(s — p) in contrast to kz/(z — p), as shown in Example 11.4.

11.4 Applications of the Laplace Transform
11.4.1 Transfer Function and System Response
Consider the second-order differential equation of a causal LTI continuous system

relating the input x(¢) and the output y(z),

2y@)  dy@) Px() . dx(r)
S =+ a0y(0) = b+ b= = o+ box(d)

Taking the Laplace transform of both sides, we get, assuming initial conditions are
all zero,

(s> + a5 + ag)Y(s) = (bas® + bys + bo) X (s)

The transfer function H(s), which is the ratio of the transforms of the output and
the input signals with the initial conditions zero, is obtained as

Y@ bys* + bis + by B E,zzo byst

H(s) = = =
© X(s)  S4aistar 2+ _gas

In general,

_ Y(s) _ bMSM + belsM_l + -+ bis+ by

H = =
(5) X(s) sV +ay_ sVl 4+ ...+ ais+a

If the input to the system is the unit-impulse signal, then its transform is one and
H(s) = Y(s). That is, the transform of the impulse response is the transfer function of
the system. For stable systems, the frequency response H(jw) is obtained from H(s)
by replacing s by jw.
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11.4.2 Characterization of a System by its Poles and Zeros

The numerator and denominator polynomials of the transfer function can be factored
to get

(=2 =2 —zm) _  TI5G—2)

H(s)= K = = :
(s — p)(s—p2)---(s— pn) [LZ(s—po)

where K is a constant. As the coefficients of the polynomials of H(s) are real for
practical systems, the zeros and poles are real-valued or they always occur as complex-
conjugate pairs.

The pole-zero plot of the transfer function H(s) of a system is a pictorial description
of its characteristics, such as speed of response, frequency selectivity, and stability.
Poles located farther from the imaginary axis in the left half of the s-plane result in a
fast-responding system with its transient response decaying rapidly. On the other hand,
poles located close to the imaginary axis in the left half of the s-plane resultin a sluggish
system. Complex-conjugate poles located in the left-half of the s-plane result in an
oscillatory transient response that decays with time. Complex-conjugate poles located
on the imaginary axis result in a steady oscillatory transient response. Poles located on
the positive real axis in the left-half of the s-plane result in an exponentially decaying
transient response. The frequency components of an input signal with frequencies close
to a zero will be suppressed while those close to a pole will be readily transmitted.
Poles located symmetrically about the negative real axis in the left half of the s-plane
and close to the imaginary axis in the passband results in a lowpass system that more
readily transmits low-frequency signals than high-frequency signals. Zeros placed in
the stopband further enhances the lowpass character of the frequency response. For
example, pole-zero plots of some lowpass filters are shown in Figures 11.1 and 11.12.
The stability of a system can also be determined from its pole-zero plot, as presented
later.

Example 11.4. Find the zero-input, zero-state, transient, steady-state, and complete
responses of the system governed by the differential equation

2 2
d dy; ? + 4? +4y(t) = ddtgt) " cz(tt) + 2x(t)

with the initial conditions

dy(z
oy=2 a2, =3

and the input x(#) = u(¢), the unit-step function.
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Solution
The Laplace transforms of the terms of the differential equation are

1 dx(n) d*x(r)

dy(t) d?y(r)
YD ES V) S e sY(s) -2 -

— s?Y(s) — 25 — 3

Substituting the corresponding transform for each term in the differential equation
and solving for Y (s), we get

. s+s+2 2s + 11
Cos(2 4544 s244ds+4

Y(s)

The first term on the right-hand side is H(s)X(s) and corresponds to the zero-state
response. The second term is due to the initial conditions and corresponds to the
zero-input response. Expanding into partial fractions, we get

o5, 05 2 2 7
T Ty TG+ +22 G422 Gr2r

Taking the inverse Laplace transform, we get the complete response.

zero-state zero-input
y(1) = (0.5 + 0.5 — 2te™ + 27 + Tte > Yu(t)
= (0.5 +2.5¢™% 4 Ste™"u(r)

The steady-state response is 0.5u(t) and the transient response is (2.5¢~> +
5te~?")u(t). The initial and final values of y(¢) are 3 and 0.5, respectively. These values
can be verified by applying the initial and final value properties to Y (s). We can also
verify that the initial conditions at t = 0~ are satisfied by the zero-input component
of the response. O

11.4.3 System Stability

The zero-input response of a system depends solely on the locations of its poles. A
system is considered stable if its zero-input response due to finite initial conditions,
converges, marginally stable if its zero-input response tends to a constant value or
oscillates with a constant amplitude, and unstable if its zero-input response diverges.
Commonly used marginally stable systems are oscillators, which produce a bounded
zero-input response. The response corresponding to each pole p of a system is of the
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form e, where a is the location of the pole in the s-plane. If the real part of a is less
than zero, then ¢“ tends to zero as ¢ tends to oo. If the real part of a is greater than
zero, then e“ tends to oo as ¢ tends to oo. If the real part of a is equal to zero, then e
remains bounded as ¢ tends to co. However, the response tends to infinity, for poles of
order more than one lying on the imaginary axis of the s-plane, as the expression for
the response includes a factor that is a function of ¢. Poles of any order lying to the
left of the imaginary axis of the s-plane do not cause instability. Figure 11.3 shows
pole locations of some transfer functions and the corresponding impulse responses.

1 X 1 .
—~ margjinally sin(t)u(t) 1 u(t)
2o S o S
= stablé
1 0
-1 0 1 0 3.1416 0 5 10
Re(s) t t
(a) (c)
1 X 1
—~ | ~ _
% 0 | = e 2u(t)
= stable
1 | o
-2 -0.50 0 1
Re(s) t t
(d) (e) )
1 x 20 10
I e()'5tsin(t)u(t)
£ o ® S $s )
= uhstable
-1 0
0 0.5 0 5 10
Re(s) t t
©
1 X2
> |
Eo0 x
-1

0 2 0 3.1416 0 1
Re(s) t t

0 (k) U

Figure 11.3 The poles of some transfer functions H(s) and the corresponding impulse responses
h(t). The imaginary axis is shown by a dashed line. (a) H(s) = 1/(s>+ 1) = 1/[(s + j)(s — j)]
and H(s) = 1/s; (b) h(t) =sin(®u(t) and (c) h(@) =u(t); (d) H(s)=1/[(s+0.57>+1]=
1/[(s+05+ j)(s+0.5—j)] and H(s)=1/(s+2); (e) h(@)=e *'sin(t)u(t) and () h(@t) =
e Hu(t); (2) H(s) =1/[(s — 0.5 + 11 = 1/[(s — 0.5 + j)(s — 0.5 — j)] and H(s) = 1/s%; (h) h(z) =
A3 sin(Du(r); (i) h(t) = m(@); () H(s) = 1/[(s> + 1] = 1/[(s + j)*(s — j)*] and H(s) = 1/(s — 2);
(k) h(t) = 0.5(sin(¢) — t cos(?))u(t) and (1) h(t) = e*u(z)
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Therefore, we conclude that, in terms of the locations of the poles of a system,:

o All the poles, of any order, of a stable system must lie to the left of the imaginary
axis of the s-plane. That is, the ROC of H(s) must include the imaginary axis.

¢ Any pole lying to the right of the imaginary axis or any pole of order more than one
lying on the imaginary axis makes a system unstable.

e A system is marginally stable if it has no poles to the right of the imaginary axis
and has poles of order one on the imaginary axis.

If all the poles of a system lie to the left of the imaginary axis of the s-plane, the
bounded-input bounded-output stability condition (Chapter 5) is satisfied. However,
the converse is not necessarily true, since the impulse response is an external descrip-
tion of a system and may not include all its poles. The bounded-input bounded-output
stability condition is not satisfied by a marginally stable system.

11.4.4 Realization of Systems

Most of the transfer functions of practical continuous and discrete systems are rational
functions of two polynomials, the difference being that the independent variable is s
in H(s) and it is z in H(z). For example,

bys®> +bis+b byz22 + b1z + b
H(s) = % and H(z) = %
s+ a1s + ag 2+ a1z+a

We realized discrete systems using multipliers, adders, and delay units, in Chap-
ter 10. By comparison of the corresponding difference and differential equations, we
find that the only difference being that integrators are required in realizing contin-
uous systems instead of delay units. Therefore, the realization of continuous-time
systems is the same as that for discrete systems, described in Chapter 10, except that
delay units are replaced by integrators. Figure 11.4 shows the realization of a second-
order continuous system. Integrators with feedback are used to simulate differential
equations.

11.4.5 Frequency-domain Representation of Circuits

By replacing each element in a circuit, along with their initial conditions, by the
corresponding frequency-domain representation, we can analyze the circuit in a way
similar to a resistor network. This procedure is quite effective for circuits with nonzero
initial conditions compared with writing the differential equation and then finding the
Laplace transform.

In time-domain representation, a capacitor with initial voltage v(0™) is modeled as
a uncharged capacitor in series with a voltage source v(0™)u(¢). The voltage—current
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NG 5 R(») Y (s}
b s (1)
—® T :
3 z:)g 4
s12(x)

de{t)

Figure 11.4 The realization of a second-order continuous system

relationship of a capacitor is

t 0~ t t
v(t) = é/ i(tydr = é/ i(tydr + é/o— i(t)Ydt =v(07) + é/o— i(t)dr

Taking the Laplace transform, the voltage across the capacitor is given as

V(s) = Is(é) + v((z-)

The capacitor is modeled as an impedance % in series with an ideal voltage source

v(07)/s. By taking the factor 1/sC out, an alternate representation is obtained as
V() = - (1) + Col07)
s)=— (I(s v
sC

The voltage across the capacitor is due to the current (I/(s) + Cv(07)) flowing
through it. This representation, in the time-domain, implies an uncharged capacitor in
parallel with an impulsive current source Cv(07)4(¢).

In time-domain representation, an inductor with initial current i{(0~) is modeled
as an inductor, with no initial current, in series with an impulsive voltage source
Li(07)4(¢). The voltage—current relationship of an inductor is

_ i)
v(t) =L ”
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r(0 ) — 2V
= 3F

|

3u(t) TC"‘D

Figure 11.5 A RCL circuit

Taking the Laplace transform, the voltage across the inductor is given as
V(s) = L(sI(s) —i(07))

The inductor is modeled as an impedance sL in series with an ideal voltage source
—Li(07). By taking the factor sL out, an alternate representation is obtained as

V(s) =sL (I(s) — i(O_)>

S

The voltage across the inductor is due to the current {I(s) — [i(07)/s]} flowing
through it.

Example 11.5. Find the current in the circuit, shown in Figure 11.5, with the ini-
tial current through the inductor i(0~) = 3A and the initial voltage across capacitor
v(07) = 2 volts and, the input x(¢) = 3u(r) V.

Solution
The Laplace transform representation of the circuit in Figure 11.5 is shown in
Figure 11.6. The sum of the voltages in the circuit is

3 2 6s+1
Zr6-Z=
s s s

I3

A, =
1(s) é T3

Figure 11.6 The Laplace transform representation of the circuit in Figure 11.5
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The circuit impedance is

5+2+1 65> +5s+ 1
— Y _——
3 3s 3s

Dividing the voltage by the impedance, we get the current in the circuit as

o BT 3 (Bs+3)
S) = =
s 6245s+1 242541

Expanding into partial fractions, we get

6 3

1 1
s+ 5 543

I(s) =

Finding the inverse Laplace transform, we get the current in the circuit as

i(f) = (6e™2" — 3¢~ u(t)

11.4.6 Feedback Systems

Consider the two systems connected in a feedback configuration, shown in Figure 11.7.
The feedback signal R(s) can be expressed as R(s) = F(s)Y(s), where F(s) is the
feedback transfer function of the system and Y (s) is the output. Now, the error signal

E(s)is
E(s) = X(s) — R(s) = X(s) — F(s)Y(s)

The output Y(s) is expressed as

Y(s) = G(5)E(s) = G(s)(X(s) — F()Y(s))

Figure 11.7 Two systems connected in a feedback configuration
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where G(s) is the forward transfer function of the system. Therefore, the transfer
function of the feedback system is given as

_ Y(s) _ G(s)

T X(@s) 14 G(s)F(s)

H(s)
If G(s) is very large, the transfer function of the feedback system approximates to
the inverse of the feedback transfer function of the system.

Y 1
_X(S)N%

H(s)

11.4.6.1 Operational Amplifier Circuits

The frequency-domain representation of a scalar multiplier unit using an operational
amplifier is shown in Figure 11.8. Operational amplifier circuits, shown in Figure 11.8
by a triangular symbol, are very large gain (of the order of 10°) amplifiers with almost
infinite input impedance and zero output impedance. There are two input terminals,
indicated by the symbols + and — (called, respectively, the noninverting and inverting
input terminals), and one output terminal. The output voltage is specified as vy =
A(vy —v_). As the gain A is very large, the voltage at the inverting terminal, in
Figure 11.8, is very small and can be considered as virtual ground. Further, the large
input impedance makes the input terminal current negligible. Therefore, the currents
in the forward and feedback paths must be almost equal and

X(@s) _ Y(s)
Rl R2

The transfer function of the circuit is, therefore,

Y(s) R2
H(s) = N ——
X(s) R1
R2
Rl
X
1Yy

.||”—1
L

Figure 11.8 Realization of a scalar multiplier unit using an operational amplifier
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In general, the elements in the circuit can be impedances and the transfer function
is expressed as

Y(s) _ Z2(s)
T X(s)  ZI(s)

The transfer function of the integrator circuit, shown in Figure 11.9, is

CZas) 1

H) = =716 = “srC

This is an ideal integrator with gain —1/RC. Let x(¢) = u(t), the unit-step signal.
Then, X(s) = 1/s and

Y(s) = 11 1
YT TRCss | RCs?
The inverse transform of Y(s) is y(¢) = —Rictu(t), as the integral of unit-step is

the unit-ramp. Compare this response with that of a passive RC network, y(t) =

(1 — e 7 )u(t) ~ Rictu(t). Due to the large gain of the amplifier and the feedback, we

get an ideal response. In addition, the amplifier, due to its large input impedance, does

not load the source of the input signal much and can feed several circuits at the output.
The output Y(s) of the summer, shown in Figure 11.10, is given as

R R
Y(s) = — (Rflc)ﬂ(s) + Réxz(s))

Remembering that the basic elements of a continuous system are scalar multipliers,
integrators, and summers, we can build any system, however complex it may be, using
the three operational amplifier circuits described.

Figure 11.9 Realization of an integrator unit using an operational amplifier
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Ry

Figure 11.10 Realization of a summer unit using an operational amplifier

11.4.7 Analog Filters

We present, in this subsection, an example of the design of lowpass filters. The rectan-
gle, shown in Figure 11.13 by dashed line, is the magnitude of the frequency response
of an ideal analog lowpass filter. As the ideal filter is practically unrealizable, actual fil-
ters approximate the ideal filters to a desirable accuracy. While there are several types
of filters with different characteristics, we describe the commonly used Butterworth
filter.

11.4.7.1 Butterworth Filters

While active filters and digital filters are more commonly used, the word filter
instantaneously reminds us the resister—capacitor lowpass filter circuit shown in
Figure 11.11. The impedance, 1/sC, of the capacitor is small at higher frequencies
compared with that at lower frequencies. Therefore, the voltage across it is composed
of high-frequency components with smaller amplitudes than low-frequency compo-
nents compared with those of the input voltage. The reverse is the case for the voltage
across the resistor. For example, there is no steady-state current with dc input (fre-
quency = 0) and, therefore, all the input voltage appears across the capacitor.

In the Laplace transform model of the RC circuit, the input voltage is X(s).
The circuit impedance is R+ 1/(sC). Therefore, the current in the circuit is

X3 1(~) =1 Y(s)

F 3

Figure 11.11 The representation of a resister-capacitor filter circuit in the frequency-domain
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X(s)/[R + (1/sC)]. The output voltage Y(s) across the capacitor is

w-(35) G

Therefore, the transfer function is

Yes) 1

H(s) = X =
(s) 14+ sRC

Letting s = jw, we get the frequency response of the filter as

1
H(jw) =
o) = T oRe
Let the cutoff frequency of the filter be w, = Ric = 1 radian/second. Then,
H(jw) = = and |H(jow)| = ———
(joo) T+72 = 14w |H(jw)l o

W

The filter circuit is a first-order system and a first-order lowpass Butterworth filter.
For a Butterworth filter of order N, the magnitude of the frequency response, with
w. =1,1s

1

|H(jw)| = m

The filter with w. = 1 is called the normalized filter. From the transfer function of
this filter, we can find the transfer function of other types of filters, such as highpass,
with arbitrary cutoff frequencies using appropriate frequency transformations.

To find the transfer function of the normalized Butterworth filter, we substitute

w = s/j in the expression for the squared magnitude of the frequency response and
get

1
TN . (§)<2N)

|H(jo)|* = H(jo)H(— jw) = H(s)H(—s) = 1

The poles of H(s)H(—s) are obtained by solving the equation

SZN — _(])ZN — ejﬂ(Zn—l)(ej%)(ZN) — ejTr(2n—1+N)

where n is an integer. Note that ¢/7>"~1 = —1 for an integral n and ¢/ = j. As the
transfer function H(s) is to represent a stable system, all its poles must lie in the left
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half of the s-plane. Therefore, the poles p, of H(s), which are the N roots (of the 2Nth
roots of —(j)?V) with negative real parts, are specified as

pa=en@HN=D oy — 12 N

The transfer function is given by

1
H$)= —————
Hy];v=1(s - pn)
For N =1, the pole is p; = e%(m)H*l) = ¢/™ = —1. The transfer function is
specified as
H(s) =
(s) s+ 1)

The pole locations of the filter for N = 2 and N = 3 are shown in Figure 11.12.
The symmetrically located poles are equally spaced around the left half of the unit
circle. There is a pole on the real axis for N odd.

Consider the magnitude of the frequency response of normalized Butterworth low-
pass filters shown in Figure 11.13. As the frequency response is an even function of w,
the figure shows the response for the positive half of the frequency range only. In both
the passband and the stopband, the gain is monotonically decreasing. The asymptotic
falloff rate, beyond the 3-dB frequency, is —6 N dB per octave (as the frequency is dou-
bled) or —20N dB per decade (as the frequency becomes ten times) approximately,
where N is the order of the filter. Normalized filters of any order have the —3 dB
(—101log,y(2) to be more precise) or 1/ V2 response point at the same frequency,
w3qp = 1 radian per second. An higher-order filter approximates the ideal response,
shown by the dashed line, more closely compared with a lower-order filter.

imaginary
imaginary

-0.7071 0 -1-05 0
real real
(a) (b)

Figure 11.12 Pole locations of: (a) second-; (b) third-order normalized lowpass Butterworth analog
filters
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/M /m
a =
2 B
= =
= =
0 1 2 3 456789 0 ) =1
. 3dB
w, radians/second w, radians/second
(a) (b)

Figure 11.13 (a) The magnitude of the frequency response of the first- and second-order normalized
lowpass Butterworth analog filters; (b) the passbands are shown on an expanded scale

11.5S Summary

In this chapter, the theory of the one-sided Laplace transform, its properties, and
some of its applications have been described. As practical systems are causal, the
one-sided Laplace transform is mostly used in practice.

The Laplace transform is a generalization of the Fourier transform. The basis
waveforms include sinusoids with varying amplitudes or exponentials with complex
exponents. The larger set of basis waveforms makes this transform suitable for the
analysis of a larger class of signals and systems.

The Laplace transform corresponding to a signal is a surface, since it is a function of
two variables (the real and imaginary parts of the complex frequency). The Laplace
transform of a signal, along with its ROC, uniquely represents the signal in the
frequency-domain. The spectral values along any straight line in the ROC can be
used to reconstruct the corresponding time-domain signal.

The inverse Laplace transform is defined by an integral in the complex plane. How-
ever, the partial fraction method, along with a short list of Laplace transform pairs,
is adequate for most practical purposes to find the inverse Laplace transform.

The Laplace transform is essential for the design, and transient and stability analysis
of continuous LTI systems. The Laplace transform of the impulse response of a
system, the transfer function, is a frequency-domain model of the system.

Further Reading

1. Lathi, B. P, Linear Systems and Signals, Oxford University Press, New York, 2004.

Exercises

11.1  Find the Laplace transform of the unit-impulse signal, §(¢), by applying a

limiting process to the rectangular pulse, defined as
1

% for—a<t<a
x(t) =< @ _ a>0,
0  otherwise

and its transform, as a tends to zero.
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11.2

11.3

11.4

11.5

11.6

Find the Laplace transform of the function x(¢) using the time-shifting property
and the transforms of u(z), tu(z), and #%u(z).

11.2.1 x(t) = u(t—5).

11.2.2 x(t) =2, 0 <t < 4 and x(¢) = 0 otherwise.

11.2.3 x(t) =4, 1 <t < 3 and x(¢) = 0 otherwise.
*11.2.4 x(t) = tu(t — 2).

11.2.5 x(t) = (¢ — 3)u(?).

11.2.6 x(t) = 2r%u(t — 2).

Find the Laplace transform of the function x(¢) using the frequency-shifting
property.

11.3.1 x(¢t) = e * cos(3t)u(t) .

11.3.2 x(t) = e ¥ sin(2t)u(r).

Find the derivative dx(z)/d¢ of x(#). Verify that the Laplace transform of
dx(z)/dt is s X(s) — x(07).

11.4.1 x(t) = cos(2t).

11.4.2 x(t) = cos(3t)u(?).

11.43 x(t) = u(t) —u(t —1).

11.44 x(t) = 3t(u(t —2) — u(t — 4)).

11.4.5
(t—1) fort<l1
x(t) =142 forl <t<3
cos(%t) fort>3
11.4.6
2¢' fort <0
x(t) = ¢ 3sin(?) for0<t<7%
du(t — %) fort> 7%

Given the Laplace transform X (s) of x(¢), find the transform of x(ar) using the
scaling property. Find the location of the poles and zeros of the two transforms.
Find x(¢) and x(at).

1151 X(s) = =t anda = ;.
1152 X(s) = 515 anda = 2.
1153 X(s) = 55 anda = 3.

Using the Laplace transform, find the convolution, y(¢) = x(¢) * h(t), of the
functions x(¢) and A(¢) .

11.6.1 x(t) = e >u(t) and h(t) = u(t).

11.6.2 x(t) = u(t) and h(t) = u(z).

11.6.3 x(t) = e u(t) and h(t) = e~ *u(?).
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11.6.4 x(t) = e *u(t) and x(¢) = e >'u(r).
*11.6.5 x(t) = te”'u(r) and h(t) = e "u(?).

11.6.6 x(t) = 2u(r — 2) and h(r) = 3u(t — 3).

11.6.7 x(t) = 2¢~Du(r — 2) and h(r) = 5u(?).

t property.

Find the Laplace transform of the function x(#) using the multiplication by

11.7.1 x(t) = 4t cos2tyu(?).
11.7.2 x(t) = 5¢ sin(3H)ut).

Find the initial and final values of the function x(#) corresponding to the

transform X(s), using the initial and final value properties.

11.8.1 X(s) =
11.8.2 X(s) =
11.8.3 X(s) =

“11.8.4 X(s) =
11.8.5 X(s) =

11.8.6 X(s) = -
Find the Laplace transform of the semiperiodic signal x(#)u(¢), the first period

11.9

s+2
(s+3)°
2
s+3°

2

241"
35243542
s(s2+35+2) "

s+2
s(s—2)"
s+1

of which is defined as follows.

11.9.1

11.9.2

*11.9.3

11.94

1 forO0<t<?2
x1(t) =
—1 for2<t<4
xi)=1 forO0<t<?5
t forO<rt<?2
x1() =
4—t for2 <t<4

b8

x1(t) = sin(wt) for0 <t <2

11.10 Find the inverse Laplace transform of X(s) using the inverse FT.
11.10.1 x(Hu(t) <= X(s) = 1/s%.
11.10.2 x(H)u(t) < X(s) = 1/(s — 2).
11.10.3 x(H)u(t) < X(s) = 1/(s + 2).
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11.11 Find the inverse Laplace transform of

N

XO= G312

11.12 Find the inverse Laplace transform of

35> +25s+3

X)) = 55—
)= 215516
11.13 Find the inverse Laplace transform of

25 +4

XO=Gn

11.14 Find the inverse Laplace transform of

_ s+3
(34452 +55+2)

X(s)

*11.15 Find the inverse Laplace transform of

s+ 2

X0=Gr9

11.16 Find the inverse Laplace transform of

s+ 23

X(s)=—"""
(s+2)(s+3)

11.17 Find the inverse Laplace transform of

se*

X(s)= ———
(s+ D(s+3)

11.18 Using the Laplace transform, derive the closed-form expression for the im-
pulse response A(¢) of the system, with input x(¢) and output y(¢), governed

by the given differential equation.
25,
LIS 50 4 650 4 8y0) = 50 4 209

11182 920 4 390 4 2y(1) = x(1).

11183 920 490 4 334y = x(r).
11.19 Using the Laplace transform, find the zero-input, zero-state, transient, steady-

state, and complete responses of the system governed by the differential
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*11.20

11.21

11.22

equation

y@) _dy@) L dx()
dr? + 6? + 8y(t) = 2? + 3X(l)

with the initial conditions y(0~) = 2 and

dy(?)
dr

|t=0’ =3

and the input x(t) = u(#), the unit-step function. Find the initial and final values
of the complete and zero-state responses.

Using the Laplace transform, find the zero-input, zero-state, transient, steady-
state, and complete responses of the system governed by the differential
equation

d>y(n) | dy(@) _
a2 + 27 + y(t) = X(I)

with the initial conditions y(0~) = 3 and

g = =2
dt |t—0

and the input x(¢) = e~ >'u(¢). Find the initial and final values of the complete
and zero-state responses.

Using the Laplace transform, find the zero-input, zero-state, transient, steady-
state, and complete responses of the system governed by the differential
equation

d’ d
= D4 5% +63(1) = x(t)

with the initial conditions

- dy()
07)=-1 d —l|i=0-=-2
y(07) and ==l

and the input x(¢#) = fu(¢). Find the initial and final values of the complete and
zero-state responses.

Using the Laplace transform, find the zero-input, zero-state, transient, steady-
state, and complete responses of the system governed by the differential
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equation

d?y@) _dy@)
ot 10 =0

with the initial conditions y(0~) = 2 and

dy(r)
dr

|t=0’ =-3

and the input x(¢) = 2 cos(%”t — %)u(t). Find the initial and final values of the
complete and zero-state responses.
11.23  Given the differential equation of a system and the input signal x(#), find the
steady-state response of the system.
*11.23.1 L2 4 0.5y() =x(r) and  x(t) = 3cos(0.5t — D)u(?).
11.23.2 dy(” +y() =2x(t) and x(r) = 2sin(t + ’;)u(z).

11.23.3 % Fy(O) =x() and x(t) =3¢/ (V3E) y(n).

11.24 Using the Laplace transform, derive the closed-form expression of the impulse
response of the cascade system consisting of systems, with input x(¢) and
output y(¢), governed by the given differential equations.

11241 L0 4 2y(1) = B0 4 x(r)  and DO 4 3y() =280 4
3x(1).
11242 B9 —y)y=x(r)  and L0 = x(r).
11243 O 4 3y(r) =280 _ (1) and DO 4 2y(1) =
3 dx(” + 2x(1).

11.25 Usingthe Laplace transform, derive the closed-form expression of the impulse
response of the combined system, connected in parallel, consisting of system:s,
with input x(#) and output y(¢), governed by the given differential equations.
11251 L0 42y = B0 4 )  and DL 43y =280 ¢

3x(t)
11252 €9 — yt)=x(r) and L0 =x().
*11.25.3 dy(” +3y(1) = 289 — x(1) and DO 4 2y(r) =
3 dx(’) + 2x(2).

11.26 Using the Laplace transform representation of the circuit elements, find the
current in the series resistor-inductor circuit, with R = 2 Q, L = 3 H, and the
initial current through the inductor i(0™) = 4 A, excited by the input voltage
x(t) = 10u(r) V.

11.27 Using the Laplace transform representation of the circuit elements, find the
current in the series resistor-inductor circuit, with R = 3 2, L = 4 H, and the
initial current through the inductor i(0~) = 1 A, excited by the input voltage
x(t) = 105(r) V.
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11.28

*11.29

11.30

11.31

Using the Laplace transform representation of the circuit elements, find the
voltage across the capacitor in the series resistor-capacitor circuit, with R = 2
Q, C = 1 F, and the initial voltage across capacitor v(07) = 1 V, excited by
the input voltage x(¢) = e "u(r) V.

Using the Laplace transform representation of the circuit elements, find the
voltage across the capacitor in the series resistor-capacitor circuit, with R = 4
Q, C =2 F, and the initial voltage across capacitor v(07) = 3 V, excited by
the input voltage x(¢t) = §(¢) V.

Find the response of a differentiator to unit-step input signal: (i) if the circuit
is realized using resistor R and capacitor C; (ii) if the circuit is realized using
resistor R and capacitor C, and an operational amplifier.

Find the transfer function H(s) of fourth- and fifth-order Butterworth normal-
ized lowpass filters.






12

State-space Analysis of Discrete
Systems

So far, we studied three types of modeling of systems, the difference equation model,
the convolution—summation model, and the transfer function model. Using these mod-
els, we concentrated on finding the output of a system corresponding to an input. How-
ever, in any system, there are internal variables. For example, the values of currents
and voltages at various parts of a circuit are internal variables. The values of these
variables are of interest in the analysis and design of systems. These values could
indicate whether the components of a system work in their linear range and within
their power ratings. Therefore, we need a model that also explicitly includes the inter-
nal description of systems. This type of model, which is a generalization of the other
models of systems, is called the state-space model. In addition, it is easier to extend
this model to the analysis of nonlinear and time-varying systems.

In Section 12.1, we study the state-space model of some common realizations of
systems. The time-domain and frequency-domain solutions of the state equations are
presented, respectively, in Sections 12.2 and 12.3. The linear transformation of state
vector to obtain different realizations of systems is described in Section 12.4.

12.1 The State-space Model

Consider the state-space model, shown in Figure 12.1, of a second-order discrete
system characterized by the difference equation

y(n) +aiy(n — 1) +apy(n — 2) = byx(n) + bix(n — 1) + box(n — 2)

In addition to the input x(n) and the output y(n), we have shown two internal
variables (called state variables), q;(n) and g,(n), of the system. State variables are a
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_,.G.) - |

) snln+l)

"c“(n)

Figure 12.1 A state-space model of the canonical form I of a second-order discrete system

minimal set of variables (N for a Nth-order system) of a system so that a knowledge
of the values of these variables (the state of the system) at n = k and those of the
input for n > k will enable the determination of the values of the state variables for
all n > k and the output for all » > k. An infinite number of different sets, each of N
state variables, are possible for a particular Nth-order system.

From Figure 12.1, we can write down the following state equations defining the
state variables ¢;(n) and g,(n).

q1(n + 1) = —ai1q1(n) — apgq2(n) + x(n)
gpn+1)=qi(n)

The (n + 1)th sample value of each state variable is expressed in terms of the nth
sample value of all the state variables and the input. This form of the first-order
difference equation is called the standard form. A second-order difference equation
characterizing the system, shown in Figure 12.1, has been decomposed into a set of two
simultaneous first-order difference equations. Selecting state variables as the output
of the delay elements is a natural choice, since a delay element is characterized by a
first-order difference equation. With that choice, we can write down a state equation
at the input of each delay element. However, the state variables need not correspond
to quantities those are physically observable in a system. In the state-space model
of a system, in general, an Nth-order difference equation characterizing a system is
decomposed into a set of N simultaneous first-order difference equations of a standard
form. With a set of N simultaneous difference equations, we can solve for N unknowns.
These are the N internal variables, called the state variables, of the system. The output
is expressed as a linear combination of the state variables and the input. The concepts
of impulse response, convolution, and transform analysis are all equally applicable to
the state-space model. The difference is that, as the system is modeled using matrix
and vector quantities, the system analysis involves matrix and vector quantities. One
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of the advantages of the state-space model is the easier modeling of systems with
multiple inputs and outputs. For simplicity, we describe systems with single input and
single output only. The output y(n) of the system, shown in Figure 12.1, is given by

y(n) = —braiq1(n) — brapgr(n)
+ bi1q1(n) + boga(n) + brx(n)

The output equation is an algebraic (not a difference) equation. We can write the
state and output equations, using vectors and matrices, as

qn+1D| | —ar —ao| |q(n) 1
le(n-i- 1)] B l 1 01 [qz(n)] * [0] )

q1(n)

y(n) = [by — bray by — brag | Lp(n)

] + byx(n)

Let us define the state vector g(n) as

_ |
a0 = L]z(’l)]
Then, with

A=| T B=| C=[b—bay by—ba] D=b
- 1 0 - 0 - 1 201 0 240 — U2,

the general state-space model description is given as

gin+1)= Aq(n) + Bx(n)
y(n) = Cq(n) + Dx(n)

A block diagram representation of the state-space model of an Nth-order system,
with single input and single output, is shown in Figure 12.2. Parallel lines terminating
with an arrowhead indicate that the signal is a vector quantity.

Example 12.1. Derive the state-space model of the system governed by the difference
equation

y(n) —2y(n — 1)+ 3y(n —2) = 2x(n) — 3x(n — 1) + 4x(n — 2)

Assign the state variables as shown in Figure 12.1.
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Nxl1 Nxl1
.-r(-n-)_ B glnil) = a(n) &)
"1 Nx1 % IxN
A
| NxN

Figure 12.2 Block diagram representation of the state-space model of an Nth-order system, with single
input and single output

Solution
With

C=[b1—b2611 bo—b2a0]=[1 —2] D=b2=2

the state-space model of the system is

e +D 12 =3 qin) 1
gn+1)= lqz(n+1)] = [1 O] [qz(n)] + [0] x(n)

q1(n)

=1 =2
yom = ][qxn)

] + 2x(n) O

While there are several realizations of a system, some realizations are more com-
monly used. The realization, shown in Figure 12.1, is called canonical form I. There
is a dual realization that can be derived by using the transpose operation of a matrix.
This realization, shown in Figure 12.3, is called canonical form II and is characterized
by the matrices defined, in terms of those of canonical form I, as

A=AT B=C" C=8B" D=D

The state-space model of the canonical form II of the system in Example 12.1 is

_[a@+D]_[ 2 1][am] [ 1
e [Qz(nJrl)] - [—3 O] qu(")]+{—2 o
_ q1(n)
v =[1 0] [qz(n)] +2um)
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y{n;

Figure 12.3 A state-space model of the canonical form II of a second-order discrete system

12.1.1 Parallel Realization

Consider a system characterized by the transfer function

P+ —z+1

H —
@ = D@12 13

The transfer function can be expanded into partial fractions as

1 —3z-5

H =1
@@=+t @z 3

The state-space model, shown in Figure 12.4 using canonical form I, is

qi(n+1) -1 0 07 [qi1(n) 1
gqn+1)=|qgpr+D)|=| 0 =2 3| |qpm)|+|1|x@n)
g3(n+1) 0 1 0] [gs(m) 0
q1(n)
ymy=[1 =3 =5]|qm) |+ x(n)
q3(n)

Consider the transfer function with a repeated pole

203 — 224371
(z+ Dz +2)?

H(z) =
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. ,-:+ ylon)

3

-

Figure 12.4 A state-space model of the parallel realization of a third-order discrete system, using
canonical form I

The transfer function can be expanded into partial fractions as

-7 n —4 n 27
z+1 @+2) (z+2)7?

H(i@) =2+

Y R (—4+— 27 )
TG+ 2 +2) (z+2)

The state-space model, shown in Figure 12.5 using canonical form I, is

qi(n+1) -1 0 0] [q1(n) 1
gqn+1)=|qpnr+])| = 0 -2 O |q2(m) | + | 1| x(n)
q3(n + 1) 0 1 =2 |43(n) 0
q1(n)

yn)y=[=7 —4 27] | q2(n) | + 2x(n)
q3(n)
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r{n)

Figure 12.5 A state-space model of the parallel realization of a third-order discrete system with a
repeated pole, using canonical form I

12.1.2 Cascade Realization

Consider the transfer function

4z + D7 +3242)
(4 D@E2+2z+3)

H(z)

In cascade form, several realizations are possible, depending on the grouping of
the numerators and denominators and the order of the sections in the cascade. Let us
assume that the first and second sections, respectively, have the transfer functions

4z +1D (@@ +3z+2)
hm@="cy M RO=Enn)



300 A Practical Approach to Signals and Systems

yln;

Figure 12.6 A state-space model of the cascade realization of a third-order discrete system, using
canonical form I

The state-space model, shown in Figure 12.6 using canonical form I, is

q1(n+1) -1 0 0] [q(n) 1
qn+1D=|qpnur+1)|=|-3 =2 =3 |qpn)|+|4]|x@m)
B+ 1) 0 1 0] |0 0
q1(n)
ymy=[=3 1 —1]|q@®) | +4x(n)
g3(n)

12.2 Time-domain Solution of the State Equation
12.2.1 Iterative Solution

The system response can be found iteratively as in the case of the difference equation
model.

Example 12.2. Find the outputs y(0), y(1), and y(2) of the system, described by
the state-space model given in Example 12.1, iteratively with the initial conditions
y(—1) = 2 and y(—2) = 3 and the input u(n), the unit-step function.

Solution

The input is x(—2) = 0, x(—1) =0, x(0) = 1, x(1) = 1, and x(2) = 1. We need the
initial state vector values ¢,(0) and ¢,(0) to start the iteration. Therefore, we have
to derive these values from the initial output conditions y(—1) = 2 and y(—2) = 3.
Using the state equations, we get

q1(—=1) = 2q1(=2) — 3g2(-2)
@2(=1) = q1(=2)



State-space Analysis of Discrete Systems 301

Using the output equations, we get

V(=2) = q1(=2) = 2¢2(=2) =3
=D =qi(—=1) = 2q:(—1) =2

Solving these equations, we find ¢,(—1) = ? and g(—1) = % Now,

(0 =2 <136) 3 <§) _ 137

16
¢20) =q1(—1) = 3

Atn =0, we get

y0)=[1 -2]

Cfa®] 2 =3][Y ., [-%
o=l =l ol e b=

Atn =1, we get

y)=[1 =2] [_ +2=-13

q1(2) 2 =3 [-4
2) = =
7 quz)] [1 OH

Atn =2, we get

w5 wlz WIS wI=
| S
—_
+
| — |
O =
| S
—
|
| — |
[
W= w3
| S

@) = [1-2] [

12.2.2 Closed-form Solution

In the state-space model also, convolution—summation gives the zero-state response
of a system in the time-domain. Substituting n = 0 in the state equation, we get

q(1) = Aq(0) + Bx(0)
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Similarly, for n = 1 and n = 2, we get

q(2) = Aq(1) + Bx(1)
= A(Aq(0) + Bx(0)) + Bx(1)
— A2¢(0) + ABx(0) + Bx(1)
q(3) = Aq(2) + Bx(2)
= A(A%q(0) + ABx(0) + Bx(1)) + Bx(2)
= A3q(0) + A2Bx(0) + ABx(1) + Bx(2)

Proceeding in this way, we get the general expression for the state vector as

g(n) = A"q(0) + A" ' Bx(0) + A" ?Bx(1) + - - - + Bx(n — 1)

q..(n)
qzi(n>
A n—I1
=A"q0)+ Y A"'""Bx(m) n=1,2,3,...

m=0

The first and the second expressions on the right-hand side are, respectively, the
zero-input and zero-state components of the state vector q(n). The second expression
is the convolution-summation A" 'u(n — 1) % Bx(n). Convolution of two matrices is
similar to the multiplication operation of two matrices with the multiplication of the
elements replaced by the convolution of the elements. Once we know the state vector,
we get the output of the system using the output equation as

y(n) = Cq(n) + Dx(n)

ym(")
yzi(n) —1
— -
=CA"q(0)+ Y CA"™'""Bx(m) + Dx(n) n=1273,...
m=0

The term C A" q(0) is the zero-input component and the other two terms constitute
the zero-state component of the system response y(#). The zero-input response of the
system depends solely on the matrix A”. This matrix is called the state transition or
fundamental matrix of the system. This matrix, for an Nth-order system, is evaluated,
using the Cayley—Hamilton theorem, as

A" = C()I+ClA +C2A2 + - —|—CN_1A(N71)
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where
co Lo 22 AT
a | _ |1 Ao At 4
cN-1 1 oAy A% - ANt My
and Ay, Ay, ..., Ay are the N distinct characteristic values of A. The characteristic

equation of the matrix A is det(z/ — A) = 0, where the abbreviation det stands for
determinant and I is the identity matrix of the same size of that of A. The expanded
form of det(zI — A) is a polynomial in z called the characteristic polynomial of A.
The roots, which are the solutions of the characteristic equation, of this polynomial
are the characteristic values of A.

For a value A, repeated m times, the first row corresponding to that value will remain
the same as for a distinct value and the m — 1 successive rows will be successive
derivatives of the first row with respect to A,. For example, with the first value of a
forth-order system repeating two times, we get

-1

co LA A7 A3 A
c1 0 1 2 332 nay!
ol |1 o 22 A A
3 1A A3 A A3

Example 12.3. Derive the characteristic polynomial and determine the characteristic
roots of the system with the state-space model as given in Example 12.1.

Solution
A_2—3 (IA)—lO 2 =31 |z—2 3
“l1 o0 : "o 1| |1 o] T | -1 2
The characteristic polynomial of the system, given by the determinant of this
matrix, is
2 —27+43
The characteristic roots, which are the roots of this polynomial, are

M=14jvV2 and A =1-jv2 O
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Example 12.4. Find a closed-form expression for the output y(n) of the system,
described by the state-space model given in Example 12.1, using the time-domain
method, with the initial conditions y(—1) = 2 and y(—2) = 3 and the input u(n), the
unit-step function.

Solution
The initial state vector was determined, from the given initial output conditions, in
Example 12.2 as

17 16
0)= — 0)= —
q1(0) 3 q2(0) 3
The characteristic values, as determined in Example 12.3, are
M=14jvV2 and Am=1-—jv2
The transition matrix is given by

A" =col + 1A

. 1 0 n 2 =3 . co+2c1 -3¢
T 1| T ol T o

where
Co _ 1 )»1 - )\.’11
al |1 a AD
_J [1=V2 —1= 2] [a VY
NG —1 1| | (1= jv2y
A [(1 — W2+ jV2)" + (=1 = jV2)(1 - jﬁ)”]
22 —(+ V2" + (1= V)
A I [—<1+ N2+ = jy/2)mtD 3(1+jv/2)"—3(1 - jﬁ)ﬂ]
S 2V2 —(+jV2 +(1=jv2)" 314V =31 jv2)" D

As a check on A", verify that A" = I withn = 0and A" = A withn = 1.
The zero-input component of the state vector is

2 J

q.i(n)=A"q0) = —= [

Bl — j173/2)(1 + jvV2)" = 31 + j17¥/2)(1 — jv2)"
6+/2

(=1 — j168/2)(1 + j/2)" 4 (1 — j16/2)(1 — j/2)"
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Using the fact that the sum a complex number and its conjugate is twice the real
part of either of the numbers, we get

H(V/3)" cos(tan™" (v2)n) — 535(+/3)" sin(tan ™! (fz)n»]

= Lﬁ(ﬁ)" costan™! (v + 553" sinttan”! (/2

The zero-input response y,;(n) is given by

H(/3)" cos(tan™' (v2)n) — (V3" sin(tan—l(ﬁ)n»]

CA"q0)=[1 -2
10=1 | [l;(\/g)” cos(tan~!(v/2)n) + T\lfz(ﬁ)" sin(tan~! (v2)n))

= (=5(/3)" Cos(tan_l(«/i)n) — j/li(x/g)" sin(tan_l(«/z)n))u(n)

The first four values of the zero-input response y,;(n) are
yzi(()) =-5 yzi(l) =-16 yzi(z) =—17 yzi(3) =14
The zero-state component of the state vector is

n—1

qzs(n) =" A" Bx(m)

m=0

The convolution-summation, A" 'u(n — 1) % Bx(n), can be evaluated, using the
shift theorem of convolution (Chapter 4), by evaluating A"u(n) * Bx(n) first and then
replacing n by n — 1.

1 u(n)
Bx(n) = [O] u(n) = [ 0]

J [(—(1 + jV2) D (1 = jV/2)0 D) « u(n>]

A" % Bx(n) = —L_
AW, (—(1+ 2" + (1 — /2" % u(n)

Since the first operand of the convolutions is the sum of two complex conjugate
expressions and the convolution of p(n) and u(n) is equivalent to the sum of the first
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n + 1 values of p(n), we get

A" * Bx(n)
_ 2 Re {(—i - 2\}2) S ool +]-f2)m}
2Re {(_2\]@) o1+ jﬁ)m}

2Re {(z ~533) (550 )}
2Re {(—z3) (508 )}
3 = 3(/3)"D costan™! (V2)(n + 1) + (V3" sin(tan™! (v2)(n + 1)
37— 2(¥3)" P cos(tan™ (vV2)(n + 1)

Replacingn =n — 1, we get

q.,(n) = A" x Bx(n)

L — 1(/3)" costan™! (+/2m) + L5 (v/3)" sin(tan ™! (v2)n)
1 — 1(V/3)" cos(tan'(v/2))

The zero-state response is given by multiplying the state vector with the C vector
and adding the input signal as

Vs(n) =
[1 B 2] 1 %(\/g)n cos(tan_l(\/i)n) _il_ \}51(\/5)’1 sin(tan—l(\/i)n) u(n — 1)
I — 1(/3)" cos(tan™!(/2))
+ 2u(n)
- (—; + ;(@" cos(tan”"(v'2)n) + \2(«/5)" sin(tan™' (vV2)m)u(n — 1) + 2u(n)
= (1.5+ %(ﬁ)" cos(tan™ (v2)n) + éw@" sin(tan™" (v'2)n)u(n)

The first four values of the zero-state response y_ (n) are

yzs(o) =2 yzs(l) =3 yzs(z) =3 yzs(?’) =0
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Adding the zero-input and the zero-state components, we get the total response of
the system as

y(n) = 1.5 — 4.5(+/3)" cos(tan™" (v/2)n)
10

ﬁ(\@)n sin(tan~'(v2)n) n=0,1,2,...

The first four values of the total response y(n) are

yO)=-3, y)=-13, y@=-14, y3) =14 O

12.2.3 The Impulse Response

The impulse response, i(n), is the output of an initially relaxed system with the input
x(n) = §(n) and is given by

n—1
h(n) =Y CA"™'""Bx(m)+ Dx(n) = CA"~'Bu(n — 1) + D3(n)

m=0

Example 12.5. Find the closed-form expression for the impulse response of the
system, described by the state-space model given in Example 12.1, using the time-
domain method.

Solution
The impulse response is given by

h(n) = CA" 'Bu(n — 1) + D8(n)

j (=14 jvV2y + (1 = jv2)"
=1 2] % 28
| NG [(—(1+j\/§><"—l>+(1—jﬁ)“‘“)] o
= —j;ﬁ (= V21 + 2+ (=1 = VD = jV2) ] + 2600)

= 28(n) + ((v/3)" ! cos((tan~' (v/2))(n — 1))
1

V2

The first four values of the impulse response h(n) are

(V3 sin((tan ' (W2)(n — D))u(n — 1)  n=0,1,2,...

h0)=2, h(l)=1, h2)=0, h(3)=-3 O
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12.3 Frequency-domain Solution of the State Equation

The z-transform of a vector function, such as g(n), is defined to be the vector function
0(z), where the elements are the transforms of the corresponding elements of g(n).
Taking the z-transform of the state equation, we get

70() —zq(0) = AQ(2) + BX(2)

We have used the left shift property of the z-transform and ¢(0) is the initial state
vector. Solving for Q(z), we get

0. 0.0
0(z) = (zI — A) 'z2q(0) + (zI — A)"'BX(2)

The inverse z-transforms of the first and the second expressions on the right-hand
side yield, respectively, the zero-input and zero-state components of the state vector
q(n). Taking the z-transform of the output equation, we get

Y(z) =CQ(z) + DX(2)

Now, substituting for Q(z), we get

Y:i(2) Y5(2)

Y(z) = Cz(zI — A)"'q(0) +(C(zI — A)"'B + D)X(2)

The inverse z-transforms of the first and the second expressions on the right-
hand side yield, respectively, the zero-input and zero-state components of the system
response y(n). The inverse z-transform of (z(zI — A)~!), by correspondence with
the equation for state vector in time-domain, is A", the transition or fundamental
matrix of the system. With the system initial conditions zero, the transfer function is
given by

_ Y@ _ _ 4!
H() = 35 = (€I = 4B+ D)

Example 12.6. Find a closed-form expression for the output y(n) of the system,
described by the state-space model given in Example 12.1, using the frequency-domain
method, with the initial conditions y(—1) = 2 and y(—2) = 3 and the input u(n), the
unit-step function.
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Solution
The initial state vector

17
q(0) = [5’6]

3

is derived in Example 12.2 from the given initial output conditions.

z—2 3 AL z2—§z+3 _z2—§z+3
(ZI-A)=| and (zI —A) ' = | et
< 22-2z+3 22-2z+3

As a check on (zI — A)~', we use the initial value theorem of the z-transform to
verify that

lim z(zI — A~ ' =1=A°
7—> 00
The transform of the zero-input component of the state vector is

Q:i(2) = 2(zl — A)~'q(0)

b4 _ 3 17

_ 72-27+3 72—2z+3 3|
=z 1 =2 16| =

722—27+3 72-27+3 3

17, ;31 17 ;31

((Jr]m)z (?*JE)Z

—1-jv2 =1+jv/2

G-igmz | Gtigs):

=1-jv2 ' z=14jv2

17z—48
722743

16z—15
22—2z43

| S

Finding the inverse z-transform and simplifying, we get the zero-input component
of the state vector as

H(/3)" c